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" Preface

On April 11,1996, Governor Zell Miller officially opened Georgia's Advanced Transportation
Management System (ATMS), inaugurating the State's first intelligent transportation system (ITS).
Two years earlier, the Federal Highway Administration had selected Atlanta as the site for an ITS
demonstration for a number of reasons. the ATMS's capabilities for providing travelers with up-to-
the-minute traffic information, Atlanta’s Transportation Management Center (TMC), and the 1996
Summer Olympic and Paralympic Games, which would add more than 2 million athletes, coaches,
spectators, and other visitors to the city’ s increasingly congested metropolitan region.

The Traveler Information Showcase was closely integrated with the ATMS and operated from the
TMC. During the four-month Showcase demonstration-from June to September of 1996- the
Federa Highway Administration and the Georgia Department of Transportation demonstrated to
the traveling public of Atlanta, Georgia and to the rest of the world the benefits of intelligent
trangportation system technology.

This document, prepared under the sponsorship of the Federal Highway Administration, describes the
planning, technical approach, operations, and lessons learned of the Traveler Information Showcase.
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The idea of an Intelligent Transportation System (ITS) in the United
.- . States began more than 10 years ago as an effort to evaluate the

. » potential application of telecommunications and computer technology
. » advancements to address the needs and problems of the U.S. highway,
. . ral, and transit infrastructure. During the past five years, this initia-

. tive has been tested and demonstrated throughout the United States,
and the benefits are increasingly convincing: reduction of harmful
environmental impacts, safer travel, efficient use of highways, informed travelers
making informed travel decisions.

Although the benefits of ITS are well known to transportation professionals, everyday
travelers-including private and commercial operators-most often are unaware of
advanced traveler information systems (ATIS) and the impact that ATIS can have on
their driving experiences. The god of the Atlanta Traveler Information Showcase was

to demonstrate what traveling in a metropolitan area will be like as ITS infrastructures are
developed. This federally sponsored demonstration enabled the general public to expe-
rience ITS firsthand, and it allowed the private sector to see the opportunities available
for continued ITS enhancements and applications, thus advancing the U.S. ITS initiative.

Recognizing the Problem

Traffic conditions in the United States continue to worsen. People sit in traffic as
vehicles dump tons of pollutants into our environment. Much of the congestion is caused
by dreadful accidents, which often lead to
more accidents as drivers observe the
accident or grow impatient with traffic and
try to circumvent a tangled web

of automobiles.

In the past, we have tried to solve trans-
portation problems by building more roads
to accommodate more automobiles and
trucks. However, in many urban areas
where more capacity is needed (e.g., Los
Angeles, Houston, New Y ork), space limi-
tations and the environmental impacts of
increased automobile use prohibit the
expansion (Figure ES-l). New solutions
must be found.

Figure ES-l. Traffic congestion often leads to accidents and increases
negative environmental impacts.

ES-1
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Executive Summary

Computers and associated information, control, and communications systems have
provided tools that can provide new opportunities for significant transportation improve-
ments. Engineers and scientists are testing and evauating research and development
activities of the last decade.

The dilemma, however, is making commercial and private travelers aware of the tech-
nological advancements of ITS. The solution? Put the technology into the drivers hands
and let them experience ITS. Offer online services from which drivers can gather infor-
mation before reaching a congested highway. Give travelers the opportunity to use ITS.

Demonstrating a Solution

The Traveler Information Showcase implemented in Atlanta, Georgia, during the summer
of 1996 did exactly this. The project did not demonstrate al ITS functiondity, focusing
instead on automated traveler information systems (ATIS). ATIS provides the best way to
show travelers what benefits are possible using ITS because most of the systems are
targeted directly for use by travelers.

The Federal Highway Administration selected Atlanta for severa reasons:
m  From 1982 to 1992, congestion in the metropolitan area grew by 29 percent

m  The city’s population grew by 36 percent from 2.4 million to 3.3 million
from 1983 to 1993

m  The most recent Texas Transportation Institute congestion survey rated
Atlanta tenth among the most congested cities in the United States

m  During the summer of 1996, 2.5 million athletes, coaches, and spectators
would visit Atlanta for the Olympic and Paralympic Games

= |n the Spring of 1996, the Georgia Department of Transportation would
open its $11 million Transportation Management Center in Atlanta, part of
the $140 million Advanced Transportation Management System.

Figure ES-2. The FHWA selected
Atlanta, Georgia, as the demon-

1996, and demonstrated the potential of advanced traveler information systemstoa  stration site.
constantly moving audience of nearly 6 million people (Figure ES-2).

The TIS took advantage of the Summer Olympic Games held in Atlantain July of

The Origin of the Showcase

After holding a number of discussions about the feasibility of conducting the proposed
Atlanta Showcase project, the U.S. Department of Transportation awarded a contract to
Battelle, a not-for-profit technology development organization located in Columbus,
Ohio, on February 3, 1995. The contract award followed a number of discussions which

ES-2




Executive Summary

began in December 1994 and included a four-week feasibility study that assessed the risk
in performing a Showcase in the alotted time and determined the funding that would be
required. The feasibility study included discussions with people in Atlanta (i.e., Georgia
Department of Transportation, Olympic Committee, FHWA regiona offices), potential
subcontractors, and independent service providers in each of the five technology areas.
Also, while the feasibility study was being completed, the FHWA advertised in the
Federal Register for technology service providers who might be interested in partici-
pating as a partner in the project. At the end of the study, it was determined that the
demonstration Showcase could be accomplished for an estimated cost of $14 million.

Recognizing the wide range of issues to be addressed and the compressed schedule for
accomplishing the Showcase objectives, Battelle quickly formed a core team of subcon-
tractors to develop the supporting infrastructure, and a team of independent service
providers to implement the five selected technologies. Table ES-| shows Battelle's
core team.

Table ES-l. Battelle Developed a Core Team for the Showcase Project

TEAM MEMBER ROLE

Battelle Prime Contractor, Systems Integrator, and
Project Manager

BRW Operations Management

JHK & Associates Traffic/Incident Surveillance Systems

System Resources Corporation (SRC) | System Testing and Communications Support

TRW Centralized Computer System Development

Walcoff & Associates Public Relations and Outreach

The development team aso included engineering staff from the public sector. The
Federal Highway Administration, Georgia Division, assigned three staff engineers to

the project. These engineers worked closely with the Battelle team to ensure that the
objectives of the U.S. DOT were met and that needed decisions and other administrative
matters were addressed efficiently and effectively. The Showcase project was guided by a
Policy Committee of Transportation leaders with a strong interest in seeing the Showcase
succeed. The Policy Committee met in Atlanta every two months to review the project
status and make decisions as required concerning the direction of the project. Table ES-2
identifies the Policy Committee members.

ES-3
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Developing the Showcase
Infrastructure and Technologies

A substantial amount of work was needed to provide the infrastructure to allow the tech-
nology systems to operate. In particular, a centralized computer system was required to
service information requests by the selected devices as well as supplemental surveillance
systems to capture the real-time congestion, speed, and incident situations at any point in
time. The centralized computer system, known as the fixed-end server or FES, was built
around a set of sophisticated software tools developed and owned by TRW (Figure ES-3).
The system, selected to be compatible with the Advanced Traffic Management System
(ATMYS) being built by TRW for Georgia DOT, alowed for long-term support of the

system as part of the overall ATMS.

Table ES-2. The Policy Committee Ensured That the Project Met U.S. DOT Objectives

POLICY COMMITTEE MEMBER AFFILIATION

Christine Johnson Director of the ITS Joint Program Office a the U.S. Department
of Transportation

Dennis Judycki Associate Administrator for Safety and System Applications at
the Federal Highway Administration

Leon Larson Federal Highway Administration Region 4 Office Administrator

Susan Schruth Federal Transit Administration Region 4 Office Administrator

Larry Schulman Associate Administrator for Research, Demonstration and
Innovation, Federal Transit Administration

Wayne Shackelford Commissioner of the Georgia Department of Transportation

Richard Simonetta General Manager of the Metropolitan Atlanta Rapid Transit
Authority (MARTA)

A magjor goal of the Battelle-led team was to use as much
off-the-shelf technology as possible and avoid a research
and development program. The compressed schedule
restricted any major development work. Forty-one
responses describing different types of ATIS systems
were received from the FHWA's Federal Register request.
Battelle and FHWA worked together closely and reviewed
each submission, using the following criteria to determine
if the system was appropriate for the Showcase:

= Technologies that would result in a positive response
from travelers

Teams providing complete solutions

Ability to implement by June 1, 1996

Price and offered partnership contribution
Willingness to use rea-time data in the systems.

ES-4

Figure ES-3. The FES provided the heart of the Showcase.
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The Showcase management team invited the selected companies to visit Atlanta and
present their ideas. Table ES-3 identifies the companies who were selected.

Table ES-3. Independent Service Providers

OMPA PROPQSED A ATIO
| Siemens, Zexel, DCL BMW. Oldsmobile. In-vehicle route guidance system
ETAK, Hewlett Packard, SanDisk, and HP-200LX persona communicationsdevice
SkyTell
Fastline Motorola Envoy personal communications
device
ETAK A cable television channel
ETAK, MediaOne An interactive television system in a hotel
Maxwell Laboratories An on-line system emphasizing use of the
Internet

In selecting each team, an effort was made to minimize changes needed to the systems.
Each company had put careful thought into their systems to develop products that people
would like and buy. Therefore, the functionality of the Showcase was driven by what
existed and did not put additional effort in developing new detailed functional specifi-
cations. However, some development was needed to include the real-time data in each
system. Also, time was needed to integrate and test each system in Atlanta. The manage-
ment team established a schedule which required that all development work be completed
by December 31, 1995. During January, 1996 vendors were to bring their systems to
Atlanta and install them into the Showcase Operations Center. From February through
May 1996, the schedule alowed for detailed testing and integration, with the firm
requirement that the systems be distributed to users by June 1, 1996. The operational
period for the Showcase was defined as June 1 through September 30,1996, followed by
three months (from October 1 through December 31) to provide an opportunity to
interested parties to take over any of the systems as legacy.

The Showcase focused on five core applications-hand-held computers, in-vehicle
navigation systems, interactive television, cable television, and an Internet home
page-which were complemented by other ITS projects such as Kiosks, variable message
signs, high occupancy vehicle lanes, and a sophisticated advanced traffic management
system. All systems, including the TIS, were integrated in Atlanta to provide travelers
with one of the most sophisticated transportation systems in the world. The five Show-
case applications included the following:

m Personal Communications Devices. These small, hand-held computers were
linked to a central computer system using wireless communications to provide
travelers with a host of traveler information (Figure ES-4).

I1he ETAK personal communications device team actualy joined the project midstream replacing another
team that was developing a system around the BellSouth Simon product. The Simon product was
discontinued in the middle of the project.

ES-5
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participants.

= In-Vehicle Route Guidance Systems. This small on-board computer provided
maps showing turn-by-turn directions with real-time traffic, speed, and incident
data for drivers in their vehicles Figure ES-5).

m  Cable Television. The automated traveler information channel provided valuable
current pre-trip data 24-hours a day to 750,000 cable subscribers (Figure ES-6).

" Interactive Television. Guests of the Crowne Plaza Ravinia Hotel could access
this interactive in-room channel for rea-time traffic and transit information
(Figure ES-7).

= On-Line Internet Web Page. Browsing
www. georgiatravelercorn provided
Internet users with real-time traffic maps,
route planning, and links to the MARTA
public transit system (Figure ES-8).

Figure ES-5. In-vehicle devices provided travel and traffic information.
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Figure ES-6. The cable television channel provided bulletin-board type
messages as well as real-time traffic information.

Figure ES-7. Users of the interactive television system could choose the
type of information they needed from the main menu.

ES-7
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Figure ES-8. The Georgia-Traveler Web page provided users with a number of options.

All systems provided similar types of information to the traveler. A unique feature of
each system was the availability of real-time traffic and speed data as well as locations of
accidents and road work (Figure ES-9). “ Yellow page’ information was also available
on al devices except the Cable television system. Yellow page information included
location of restaurants, emergency services, hospitals, theaters, and museums, as well as
directions to each destination using both private vehicles and, in many cases, public
transportation. The information focused on creating smart travelers who could make
smart travel decisions to increase travel safety, reduce travel times, and minimize stress.

ES-8
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Figure ES-9. The Showcase provided real-time traffic information, as seen here on interactive
television.

Gathermg Showcase Data

Providing travelers with information required complete and accurate transportation data.
Roadway surveillance was the Showcase's largest single task. The Georgia DOT was
planning to have complete speed and incident data for |-75 and 1-85 running north and
south through the city to the 1-285 Perimeter boundaries. However, other important areas,
such as the 1-285 Perimeter and |-20 running east and west through Atlanta, had no con-
sistent surveillance. Also, the Showcase was required to develop surveillance for the
major feeders to Atlanta (i.e., I-75, 1-85, 1-20) to the state borders. When surveillance was
being discussed, the team assumed that Olympic spectators would stay in hotels outside
the city and drive back and forth, thus creating congestion in the morning and evening
hours that would be important to monitor and report.
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The surveillance part of the Showcase team, led by JHK & Associates, analyzed different
surveillance dternatives and selected the following surveillance methods:

m  GDOT incident and congestion data provided as part
of the ATMS system

® Radar units installed in 52 locations, identified by
GDOT, which reported speed data to the fixed-end
server (see Figure ES- 10)

m  Twenty-one slow-scan video cameras instaled at
critical locations, which provided the operator the
ability to view traffic upon demand.

®  Supplementa traffic information provided by Metro

Networks, a professional traffic surveillance com- Figure ES-10. Radar units provided key data to the Showcase.

pany which flew aircraft and operated a mobile
spotter system on both the mgjor highways in Atlanta and the mgjor highway
feeders extending to the state lines

®  Nine mobile spotters who drove the roadways for 16 hours or more each day
reporting and checking problem areas, concentrating on the Olympic park & ride
lots during the Olympic time period and the major freeways when the park & ride
lots were not operating.

The surveillance system put into place for the Showcase proved to be effective. It was
estimated that if congestion or an incident occurred, the Showcase had about an
85 percent to 90 percent chance of detecting the problem.

Marketing the Showcase

In recent years efforts to improve surface transportation through advanced technologies
have developed into a national intelligent transportation systems (ITS) initiative. People
close to the transportation industry are aware of the potential and operationa capabilities
of ITS But the genera public has little knowledge of ITS and how it can improve their
travel experiences. The marketing and public relations required for the Showcase needed
to educate the public about ITS and communicate the availability and accessibility of

the TIS.

ES-10
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The communications objective of the Traveler Information Showcase public relations
® program was to capture and present the real-world experience of real-time traveler infor-
mation in the Atlanta area to targeted audiences. Through discussions with FHWA, six
target audiences were identified: local travelers, travelers into Atlanta for special events,
transportation professionals, local/national influencers, national/ international
large, and the media.

The Showcase marketing
effort included press releases,
brochures and fact sheets,
newdetters, flyers, and media
demonstrations, as well as an
identifying logo used in all
documents. Articles about the
Showcase appeared in
national publications (see
Figure ES-11).

Figure ES-1 1. The Showcase project generated a number of documents, and articles about the
Showcase were in national publications.

- Operating the Showcase -

During the operational period (June 1 through September 30,1996), an operations center,
located at the TMC in Atlanta (see Figure ES-12), housed the day-to-day operations of the
Showcase.

The Showecase staff consisted of an Operations Manager who had responsibility for
monitoring the devices, ensuring that they were operating properly, and determining
corrective actions that were necessary and following through on implementing them. A
Surveillance Supervisor was on duty at all times to ensure that the surveillance system
was operating properly. The Surveillance Supervisor worked with the radar units, slow-
scan video cameras, Metro Traffic, and Georgia DOT to make sure the data were col-
lected accurately and reliably.

ES-11
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The Surveillance Supervisor aso had three Call Takers responsible for data entry (see {
Figure ES- 13). Call Takers had data input terminals and telephones. The mobile spotters

would call the Call Takers as necessary to report congestion or incidents. They aso

entered data reported by Metro Traffic. Working as a team, >

the Operations Manager, Surveillance Supervisor, and Call
Takers maintained proper operation of the systems during
the operational period.

The operation of the Showcase ran very smoothly. Hundreds
of travelers were given the opportunity to use the automated
traveler information systems provided by the Showcase.
Although the Showase did not identify user assessment as a
major task, the team did gather data from users to determine
the use and effectiveness of the systems. Information from
users of the in-vehicle system, interactive TV, Internet, and
personal communication devices was collected using written
guestionnaires, and cable TV viewers were asked to com- o
ment to a hot line. The response to the systems was over- Figure ES12. Showcase operations were conducted from
. o the TMC.
whelmingly positive.

Figure ES-13. The surveﬂlance superwsor and the caII takers
worked as a team to ensure accurate traffic information.

Continuing the Effort

The Atlanta Traveler Information Showcase was a success, meeting all major project

objectives. The Traveler Information Showcase was aso recognized as the best public-

private partnership for 1996 by the Institute of Transportation Engineers. The Showcase

will continue operating through February 28, 1997, which will allow others to see the

work that was accomplished in Atlanta to increase the public’s awareness of the benefits

of ITS technologies. |

ES-12
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INTRODUCTION AND OBJECTIVES

In December 1994, the Federal Highway Administration (FHWA) provided a Statement of Work
(SOW) to Battelle under an existing task order contract. The SOW requested Battelle to develop a
showcase demonstration of Intelligent Transportation Systems (ITS) during the 1996 Olympic Games
in Atlanta, Georgia. The Olympic Games event provided an extraordinary opportunity for the U.S.
Department of Transportation (U.S. DOT) to demonstrate I TS technology to a wide-ranging audience
of Atlantaresidents, and U.S. and internationa visitors. Atlanta had built an infrastructure of support-
ing systems which would allow installation of the technologies in the allowable time frame, and the
Olympics would attract a large number of visitors-and subsequently extreme traffic and travel
conditions.

The U.S. DOT outlined in the Statement of Work five technologies to be demonstrated in the project:

Personal Communication Devices (PCDs)

In-Vehicle Route Guidance Devices

Cable Television

Interactive Television for Hotels

On-Line Systems (e.g., Internet, CompuServe, America On-Line, Prodigy).

Although everyone agreed that the Olympics presented an outstanding opportunity, many expressed
concern that the work requested could be done on time. The Olympics would start on July 17, and
nothing would delay the opening ceremonies. Battelle requested the U.S. DOT to approve a one-
month study to investigate the feasibility of performing the defined work in the time available. The
Showcase had to be fully operationa on June 1,1996; anything less meant an expensive project
failure. The U.S. DOT approved the feasibility study. Battelle personnel visited Atlanta and talked
with the local U.S. DOT representatives who would be working with the project daily. We also con-
tacted many ITS product vendors (later referred to as Independent Service Providers) to determine
their interest. In every case, Battelle received a positive response that led us to believe a successful
Showecase was possible. The results of the feasibility study, presented to the U.S. DOT at a meseting in
Atlanta, Georgia, on January 5,1996, indicated that Battelle believed the Showcase could be com-
pleted. However, to achieve success, the project needed to be handled differently than a traditional
system development:

= A non-traditional contract relationship was required. We were approaching a project that was
not well defined, and there was not enough time to follow the traditional definition, design,
deployment life-cycle. This project was clearly a design-build-design-build project. Battelle
requested a partnership with the public sector in which problems would be resolved as a team.
Successes would be everyone' s successes, and short falls would be everyone' s short falls.
Success meant a public-private partnership.

m Contractual issues had to be dealt with quickly, which meant that the FHWA needed to review
and approve all subcontracts within days.

m The FHWA indicated that PCDs were the highest priority technology to be demonstrated.
When Battelle investigated the availability of PCDs, many hardware platforms were available,
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but no software. Therefore, Battelle recommended that two PCD vendors be selected to
minimize risk. If one failed, there still would be another PCD unit under development.

m The detailed functional requirements would be developed in conjunction with vendors and
available functionality already developed in off-the-shelf systems. Time did not alow for
major software development work. Functionality brought to the project by vendors would have
to be acceptable as part of the selection process.

Battelle formed and recommended a core team to help develop the supporting system infrastructure
and manage the work required for Showcase deployment. Table 1 identifies the core team. Figure 1

provides an overview of the Showcase project organization.

Table 1. The Traveler Information Showcase Core Team Developed the Supporting System Infrastructure

COMPANY NAME

ADDRESS

AREA RESPONSIBILITY

Battelle 505 King Avenue Prime Contractor, Systems Integrator, and
Columbus, OH 43201 Project Manager

BRW Thresher Square Operations  Management
700 Third Street S
Minneapolis, MN 55415

JHK & Associates 3500 Parkway Lane, N.W. Traffic/incident Surveillance Systems

Norcross, GA 30092-2832

System Resources Corporation (SRC)

400 Virginia Avenue, SW
Washington, DC 20024

System Testing
Communications Support

TRW - Atlanta Engineering Office

4751 Best Road
Atlanta, GA 30337

Centralized Computer System Development

Walcoff & Associates

12015 Lee Jackson Hwy.
Suite 500
Fairfax, VA 22033

Public Relations and Outreach

The Atlanta Traveler Information Showcase contract between FHWA and Battelle was signed on
February 28,1995. The TIS team had 16 months to:

m Form the project team and establish office space in Atlanta

m Locate and contract with suppliers in the five technology areas outlined in the SOW

« Develop any new software necessary to accomplish essential functionaity

m Develop and implement a comprehensive traffic and incident surveillance plan

m Develop a centralized fixed-end server to service all devices information requests

» Develop and install an operations center

« Ingal all hardware and communications systems




Introduction and Objectives

Integrate and test al systems

m |dentify and train users for the devices
» Distribute all devices
m Develop an evauation program

m Install a comprehensive public relations and outreach program so that people could be made
aware of the Showcase operations

« Provide for leaving a legacy upon which Atlanta could continue ITS deployment of ATIS
systems.

The day-to-day oversight of the project was assigned to the Division Office of the Federal Highway
Administration in Atlanta, Georgia. The Division Administrator, Mr. Larry Dreihaup, served as the
technical administrator for the U.S. DOT, which provided the level of management support needed for
the project. Three full-time FHWA engineers were assigned to work with the Battelle team. There-

fore, the U.S. DOT became integrated into the project on a daily basis, which was instrumenta in the
project’s success.

The U.S. DOT also formed a Policy Committee to provide overal direction for the Showcase. The
committee consisted of senior managers from the various moda agencies in the Federa and State
Government which could initiate interfaces and make things happen to accomplish the work. The
members of the Showcase Policy Committee are provided in Table 2. The Policy Committee met
bi-monthly to review project status and make key decisions needed to provide overall project direction.

Table 2. The TIS Policy Committee Provided Overall Direction for the Showcase

MEMBER TITLE

Christine Johnson Director of the ITS Joint Program Office at the U.S. Department of
Transportation

Dennis Judycki Associate Administrator for Safety and System Applications at the Federal
Highway Administration

Leon Larson Federal Highway Administration Region 4 Office Administrator

Susan Schruth Federal Transit Administration Region 4 Office Administrator

Larry Schulman Associate Administrator for Research, Demonstration and Innovation,

Federa Transit Administration

Wayne Shackelford Commissioner of the Georgia Department of Transportation

Richard Simonetta General Manager of the Metropolitan Atlanta Rapid Transit Authority
MARTA)

Asthe U.S. DOT was negotiating the contract with Battelle, they published a Request for Information
(RFI) in the November 30, 1994 issue of the Federal Register asking vendors to submit ideas and
products for inclusion into the Showcase. The vendors were told that in addition to the five technology
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areas outlined in the SOW, any concept that would be perceived as leading-edge technology and which
supported I TS would be considered. Creativity was imperative, and any system was required to sup-
port the use of real-time data. Forty-two responses were received in early January 1996, and U.S.

DOT and Battelle reviewed all submissions. Those that were deemed potentially acceptable were
invited to Atlanta to make a presentation. When appropriate, a visit was made to the vendor’s site to
see their systems to ensure they had what they claimed. (This was not based on alack of trust, but on
the realization that most companies are very optimistic in their marketing ventures.) After severa
weeks of negotiations, a team of vendors, referred to as Independent Service Providers (I1SPs), was
selected. Table 3 summarizes the initial set of 1SPs that provided technology solutions for
demonstration.

Table 3. The Independent Service Providers Provided Technology Solutions for the Showcase

ISP TEAN NAMES CONTRIBUTION

Siemens, Zexd, DCI, BMW, Oldsmobile, Navigation | In-vehicle route guidance system

Technologies

ETAK, Hewlett Packard, SanDisk, and SkyTeI1 HP-200LX personal communications device
Fastline Motorola Envoy persona communications device
ETAK A Cable Television channel

ETAK, Source Media An Interactive Television System in a Hotel
Maxwell Laboratories An On-Line System emphasizing use of the Internet

The Showcase team told the project |SPs that they had to complete new development work by
December 31,1995, and have the work installed for system testing in Atlanta on January 31,1996.

The Project Plan identified the months of February through May 1996 as time for testing and inte-
gration. All ISPs had good intentions, but some did not make the defined schedules. In fact, on
December 31,1996, only Siemens/Zexd (In-Vehicle ISP) had delivered their systems. Other ISPs
arrived in Atlanta with their respective systems between February and April, which created a sched-
uling problem and the test team had to revise the testing approach. Many integration and testing
activities occurred in parallel. However, the systems were tested and installed on June 1,1996. Very
few software or hardware changes were needed after the June 1,1996 start of the Showcase. The ISPs
did an incredible job of delivering reliable systems that passed testing rapidly.

As the systems were being tested, work progressed to identify the users for the systems. User
identification focused on both residents of and visitors to Atlanta. Devices were distributed through a
rental car agency, the airport SkyTel booth, the Olympic Committee, and by area businesses, hotels,
hospitals, and public agencies. The businesses were encouraged to allow several of their employees
the opportunity to use the ITS technology. We asked each user to return a questionnaire in an attempt
to collect user-evaluation data. However, it isimportant to realize that user evaluation was not a mgjor
objective of the Showcase project. Of the $14 million alocated for the project, $60,000 was budgeted
for user evaluation. The main objective of the Showcase was to provide the opportunity for travelers
to experience ITS and extend the visibility both locally and nationally through an intensive public
relations and outreach program.

1 The ETAX personal communication device team actualy joined the project midstream, replacing another team that was
developing a system based on the BellSouth  Simon product. The Simon product was discontinued in the middle of the
project.
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Early in the project, a detailed PR plan was developed and approved by the U.S. DOT (the PR Plan is
included as an appendix to this document). The plan provided for media relations activities, publica
tion and distribution of written materials (e.g., brochures, newsletters, papers, pamphlets), television
and radio interviews, and other outreach activities. The goa was to make a limited number of devices
visible to many people from across the United States. The PR program was extremely successful:
more than 100 articles were written; public service announcements aired on 15 Atlanta radio stations;
Showcase officials were interviewed by four national radio programs and Shelley Lynch of FHWA
was interviewed by eight local radio stations; the Showcase hosted video crews or provided video for
more than 20 international, national, and local television programs and video services; and 50,000
pieces of literature were distributed. The Showcase technologies were seen by thousands of people
internationally.

The Showcase came on line on June 1, 1996, as scheduled. The project operated as planned through
September 30, 1996, and was an outstanding success. Many people had the opportunity to use the five
ITS technologies and thousands more were exposed through the media work. The Showcase opera
tional period was extended from September 30,1996 to February 28,1997 to provide more time for
people to see what was accomplished. In addition, work was performed to leave a legacy of the project
in the Atlanta area upon which ITS can build and expand. Of the five systems, the Cable TV, Inter-
active TV, and Web Page are expected to remain (as of the time of this report). Cable TV suppliers
continue to broadcast real-time traffic information and World Wide Web users can see traffic condi-
tions in Atlanta by accessing the Showcase's Web site. Source Media continues to expand their on-
line interactive TV system which has real-time traffic information included. Therefore, ITS is
surviving in Atlanta as a direct result of the Showcase project.

The following sections of this report summarize the Showcase system, work performed, problems
experienced, and “ lessons learned” for each technology and the infrastructure needed to support the
system:

Chapter Two-Technical Approach-provides a comprehensive discussion of the key areas of the
Showcase: systems integration, the fixed-end server, surveillance and data collection, Olympic coor-
dination and operations planning, marketing and public relations, systems testing and engineering,
communication infrastructure, and information distribution. The information distribution section
includes detailed discussions of the persona communication devices, in-vehicle device, on-line
services, cable television, and interactive television. Chapter Two also addresses user assessment?
and distribution and legacy operations.

Chapter Three-Results, Accomplishments, and Lessons Learned-provides a summary of the Atlanta
TIS experience and offers “ lessons learned” for others considering a demonstration of ITS
technologies.

The remaining four sections of this report provide a comprehensive list of all companies that partici-
pated in the program, a glossary of relevant technical terms, a bibliography of the TIS media coverage,
and alist of associated documents, which are provided as appendices under separate covers.

2 Extensive details for the user assessment are included in the User Assessment Appendix.
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TECHINICAL APPROACH

The technical approach adopted for the Traveler Information Showcase (T1S) focused on integrating

“ off-the-shelf’ technologies wherever possible. There was not sufficient time to design each com-
ponent of the system from the ground up. Wherever possible-for the core team and the independent
service providers-organizations were selected with proven technologies that could be adapted to the
TIS concept with minimal design and development time. Even with this focus, a significant amount of
design and development effort was required by the core team members for the infrastructure as well as
the independent service providers for the information distribution technologies.

Much of this additional development work was required to accomodate inclusion of real-time traffic
data (a requirement for inclusion into the Showcase) into the existing applications. Obviously, some
systems required more development work that others, but the overall approach was to minimize devel-
opment work as much as possible to reduce the risk associated with software development in such a
short timeframe.

As the project progressed, a decision was made to integrate the Showcase with the other ITS projects
underway in Atlanta, collectively known as ITS Atlanta. One role of this integration effort was to
design into each subsystem a similar look and fedl of the various applications. One of the major
activities in this area was the development of “standard” icons to be used to represent the real-time
traffic information. 1t was important that users of the ITS technologies in Atlanta be able to transfer
their learning from one system to another.

As discussed in the Introduction, the TIS consisted of three major components. surveillance and data
collection; central processing; and output devices. Figure 2 shows the architecture of the Traveler
Information Showcase.

The team assembled for the TIS consisted of a core team and independent service providers (ISPs).
The core team was responsible for establishing the infrastructure (surveillance and central processing)
needed for the TIS, TIS Operations, marketing and public relations, and overal systems testing and
integration. The |SPs were selected to provide technology solutions to the information distribution
needs identified by the U.S. DOT. These technology areas included personal communications devices
(PCDS); in-vehicle navigation devices; on-line (Internet) services; cable television; and interactive
television.

The remainder of this section describes in detail the objective, approach, implementation, and lessons
learned for each of the core areas as well as each ISP technology area: Showcase Systems Integration,
Fixed-End Server, Surveillance and Data Collection, Olympic Coordination and Operations Planning,
Marketing and Public Relations, Systems Testing and Engineering, Communications Infrastructure,
Information Distribution (which includes the five key technology areas), Technology Distribution and
User Assessment, and Legacy Operations.
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Showcase Systems Integration

The Traveler Information Showcase required a fully integrated system to demonstrate that advanced
intelligent transportation systems are effective in improving transportation safety and efficiency. The
Showcase system was integrated with Atlanta s intelligent transportation systems.

OBJECTIVE

The goa of the Showcase systems integration was to design, build, integrate, test and evaluate,
operate, and maintain a complex Traveler Information Showcase (TI1S) in the Atlanta Intelligent
Transportation Systems (ITS) infrastructure3  The TIS needed to be able to request or accept input
data from automated and manual sources, including the following:

m The Georgia Department of Transportation’s new Atlanta Regional Advanced Traffic
Management System (ARATMS) or ATMS

m Theitinerary planning and schedule database service functions in the new TS facility at the
Metropolitan Atlanta Rapid Transit Authority (MARTA)

« ViaATMS, speed data drawn from Autoscope™ devices and TI1S-installed fixed radar sites, or
directly from TIS-installed fixed radar sites

m Manual input from Call Takers who received the raw or preprocessed information from roving
spotters, Metro Traffic surveillance and reporting services, GDOT full-motion video or TIS
sow-scan video, and calls from the public or project-affiliated staff and device users.

The integrated TIS was based on a client-server architecture using a fixed-end server (FES) with the
ability to interact with and disseminate travel information to a variety of externa Independent Service
Provider (ISP) systems and devices.* The external ISP systems included the Motorola Envoy using the
ARDIS wireless radio network, the HP200LX Palmtop PCD using SkyTel two-way paging, the
Siemeng/Zexel in-vehicle device using FM subcarrier, cable television by ETAK to local cable

providers, interactive television by ETAK and Source Media, and the Web server developed by
Maxwell Technologies.

Figure 3 illustrates these general input and output external interfaces and external systems and devices.

3 ITS Atlanta refers collectively to al systems which were under development or being enhanced for deployment in the
Atlanta region during this pre-Olympic timeframe: the GDOT Atlanta Regiona Advanced Traffic Management Systems
(ATMS), the GDOT/JHK  Kiosk project, the FHWA/Scientific Atlanta Automated Driver Advisory System (ADAS) Field
Operationa Test (FOT), the MARTA/TRW ITS MARTA project, and the FHWA/Battelle Atlanta Traveler Information
Showcase (TIS) project.

4 For more specific detail on the FES, the ISP systems and the communications infrastructure, please refer to the individual
sections that follow in this report.
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Figure 3. The FES received data from TIS sources and disseminated information to external systems and

devices.

APPROACH

The original contractual direction and concept was to have an independent TIS to avoid interference
with other mission-critical production systems in ITS Atlanta (e.g., ATMS, ITS MARTA). This
independent approach would have included the following:

® Speed (from Autoscope™ virtual loops) and incident data extraction from the GDOT ATMS

® Independent supplemental TIS data collection from radar surveillance sites, slow-scan video,
roving spotters, and Metro Networks

® Minimum risk and maximum chance for success based on a relatively independent, controlled
environment for TIS operations, and minimal interference and impact on other concurrently

emerging systems.
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In the Summer of 1995, however, the project team revised the TIS concept to a seamless integration
with ATMS, ITS MARTA, Kiosk, and Automated Driver Advisory System (ADAS) inthe ITS
Atlanta infrastructure. The TIS was not directly connected to the Kiosk and ADAS, but it was
essential that the information be consistent across al these systems. This new approach included
more clearly defined and regionally mandated access to expanded data sources (e.g., from ATMS,
ITSMARTA), and it made more sense for legacy transition aud operations, and for the potential
supplemental and failover uses of TIS.

Alternatives Considered

Several alternatives to the physical location of the system components and the interconnecting com-
munications infrastructure that were considered included the following (ranked from most to least
desirable option):

m Physical location of al TIS components in the new GDOT Traffic Management Center (TMC)

m Distribution of planned legacy and non-legacy systems and components to locations in the TMC,
and other locations outside the TMC (e.g., Cable TV subsystem to TMC or Georgia Net; Web
siteto TMC, Georgia Net, or GDOT Headquarters, HP200LX 1SP subsystem to Battelle office
suite)

m Physical location of the TIS components in the Battelle offices at 1718 Peachtree St. NW in
Atlanta.

Alternatives Selected

The project team agreed that the benefits of seamless integration could best be achieved by co-location
of al TIS components and ISP subsystems in the GDOT TMC, Building 24,935 E Confederate
Avenue SE, Atlanta. This approach reduced the communications infrastructure requirements,; enabled
a more focused installation, operational, and maintenance environment; and made sense for the
installation pi-e-positioning of potential GDOT legacy components and | SP subsystems.

IMPLEMENTATION

Planning and implementing the installation, operation, and maintenance for the system integration
effort paralleled the testing and evaluation (T& E) effort (described in Systems Testing and Engineer-
ing). The team established a detailed schedule for TMC move-in, FES installation and testing, all 1SP
deliveries with installation and testing, and initial functiona testing for continuity and service quality
of all communications paths before T& E began. This schedule proved to be dynamic, which required
flexibility for the adjustments in scope or schedule of the 11 independent TIS interfaces and external
infrastructure needs, such as the TMC construction, ATMS, MARTA, TIS surveillance package, six
ISPs, and the FES). The mandated ITS Atlanta integration effort also included significant coordina
tion of installation, testing and evaluation, and data management with ATMS, MARTA, Kiosk, and
ADASIn ITS Atlanta

The following section chronicles the steps taken in the TIS integration, with issues and resolutions

mentioned where they occurred. Many of these activities occurred concurrently but have been
separated for this discussion.
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TMC Preparation and Move-In

The TIS project was allocated administrative and operating space in rooms 307, 124, 112, and 119 of
the GDOT TMC. In the Summer of 1995, the project team anticipated occupying the TMC facility in
November or early December of 1995. However, construction issues and the building inspection and
certification for occupancy process delayed opening until early January 1996. The TIS team move-in
began on January 8. At this time, the office phones were not working, and once they were working,
we did not know outside phone numbers and had no instructions on how to operate the units to retrieve
voice mail messages which were then accumulating. To solve this problem, we negotiated a high
priority for completing the phone installation. With help from the security guard, we were able to
deduce the phone numbers by tria and error, and begin retrieving our voice messages.

TIS Administrative and Operations Room.
Room 307 (Figure 4) was a pre-designed room
with 4.5 cubicles and an open area at the room
entrance near the door. The room was to house
the administrative work spaces for the Test Team
(SRC/Battelle); the FES development team
(TRW) including one Systems Administration
X-Terminal and one FES (of the two); the resident
Integration Manager’'s (Battelle) office; and as-
needed workspaces for other team members. The
room also was to include a TIS demonstration
display table, the operations quality control equip-
ment suite, and the HP200LX |SP subsystem.® _
The TIS-unique wiring of Room 307 was Figure 4. TMC Room 307-Before move-in.
incomplete when the project team moved in and

installed initia hardware (administrative and operational), delaying the planned interconnection of al
equipment. To solve the problem, the team installed the wiring over the floor to get up and running in
minimum configuration.

Equipment Room. Room 124 (Figure 5) was the TMC equipment room complete with racks desig-
nated and planned for use by TIS. The racks were
to contain both the primary and secondary FES,
the ARDIS communications gateway server, the
Web server, and al ancillary hardware needed

for the front ends of the communications infra-
structure for both internal and external con-
nectivity. Move-in and installation of TIS
equipment in Room 124 was accomplished

after dealing with two major issues:

« The promised racks were not available but
occupied by some other system. The TIS
team purchased and installed two new
racks.

Figure 5. TMC equipment room-Showcase racks.

5 TheHP200LX ISP subsystem was placed in Room 307 because it was not to be included as part of the legacy operation
and would be more easily removed from this location at the close of the project.
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m The uninterruptable power supply was not available as planned, so dedicated TIS power drops
were contracted and installed as part of the continuing clean-up work by contractors in the
building.

Figure 6. Room 112-Before installation (looking
to right).

Call Taker Operations. Room 112 (Figures 6
and 7) was designated as the Call Taker operations
area. The TIS project was given the back row of
four cubicle workspaces, each with a dedicated
telephone, for operational use. The TIS team
planned to install four X-Terminals for use by
three Call Takers and one Surveillance Supervisor.
The team also planned to install three video
monitors, a Metro Networks data terminal, and a
rack with manua controls for the TIS slow-scan
video sites in the event of ATMS failure. The
three video monitors were installed on a custom-
built shelf mounted on the top of alocker/coat
closet at a height of approximately six feet® To
clear workspace for the computer terminals, the
team removed dividers between the cubicles and

installed the Metro Networks terminal between two workspaces. The rack housing manual backup
controls for the dow-scan video sites was installed at the end of the row. The remainder of the
installation (e.g., wiring, dedicated line for Metro Networks, telephone setup) was accomplished

without major problems.

Although the origind TMC drawings designated
Room 119 (Figure 8) as the Broadcast Room,
FHWA, GDOT, and Battelle/ETAK agreed to
position the cable TV ISP subsystem in the room
in anticipation of the subsystem remaining for
legacy use. Because a GDOT Traffic Advisory
Telephone System (TATS) was pre-installed in the
room, we had to avoid damaging or obstructing the
system or affecting operator access with the TV
subsystem installation. When the layout was
known, a suite of TMC-compatible furniture was
ordered for installation in this room to position the
complete cable system for operations.

The cable TV equipment list and architectura lay-
out plans were not available because of design

Figure 7. Room 112-After installation (looking to
left).

changes; however, GDOT staff required detailed engineering drawings of how al the equipment
would fit into the room before approving the TIS team’s use and occupancy. The team worked closely
with GDOT to secure approval. The team aso experienced significant delays in ordering the furniture
(3 to 4 weeks) and then a significant waiting time for the order to be filled (approximately 6 weeks).
The team borrowed. GDOT furniture during the interim.

6 This setup initially caused safety concerns, but it has proven to be quite safe.

13




Systems Integration

Figure 8. Broadcast Room 119-Operational installation.

Analysis, Design, and Action fo
Wire the Host Infrastructure

The TMC facility provided standard office phones and GDOT network connections. The project team
required additional wiring and service to include analog lines for use by modems and facsimile equip-
ment, our own TIS-unique network connections, and numerous serial data and video connections
between system components. The development of individual ISP subsystem design and interface
wiring/cabling requirements was left to the ISP teams. They were directed to provide their stable
interface needs, in terms of host infrastructure, to the Integration Manager by the end of 1995. ISPs
also were expected to contract separately to meet their connectivity requirements for leased-line and
dedicated circuits external to the TMC. (These externa connectivity needs are shown as the “ clouds’
of Figure 9.) The planned TMC wiring/cabling infrastructure was developed to include all connectiv-
ity from/to the signal entry panel in the TMC (Room B-09) and redistribute internal signals to/from the
equipment Room 124, and then to Rooms 112,119, and 307 as needed. The variety of connections
needed to be reduced to one of four media types:

= Unshielded twisted pair (UTP) Category (CAT) 5 for 10 Base-T network connections
m UTP CAT-3 for seria and analog phone quality connections

m RG-59 for video connections (lower quality)

= Shielded/grounded audio.

The initia installation contract was awarded to JHK & Associates in early January 1996. JHK’s
schedule was coordinated to avoid conflicts with continuing construction, ATMS system installation,
and TMC occupancy inspection tours. JHK became our on-call-as-needed wiring support subcon-
tractor. System-specific hardware-to-hardware, rack-to-rack wiring and cabling was assigned to the
developer (e.g., TRW for FES, ATMYS) or ISP teams (e.g., DCI, SkyTel, Maxwell Technologies).
Except as noted below, the infrastructure wiring effort was completed without major problems:

« Severd last minute changes and enhancements created a backlog in JHK’ s ability to respond
efficiently. To solve this problem, the team did some of the wiring, using JHK and their sub-
contractor, Tel Systems, only when there was time to accomplish the task or when the task
involved connection to, or programming of, the TMC's Private Branch Exchange (PBX).
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B The activation of public-access Internet service with real-time traffic from the rack-mounted
Web server was significantly delayed due to administrative delays in placing an order for T-1
service. The team activated and hosted the Web site at the Maxwell Technologies development
facility in San Diego, California, which precluded access to real-time traffic, so those Web pages
were flagged as “Under Construction.”

Fixed-End Server Installation, Integration, and Testing

This section addresses the general installation of the FES and its role as the baseline system for the
TIS. A higher-level view of the FES installation in this integrated environment is shown in Figure 9.
More specific detail on the architecture and connectivity of the FES to individual systems can be found
in the section which follows, “Fixed-End Server.” The installation, integration, and testing of the FES
was planned to occur first, which would make the FES available as a stable integration and testing
facility for the ISP systems as they completed development remotely, arrived, and were installed in the
TMC. The FES was planned for arrival, installation, and completion of integration and testing (1&T)
during the period January 12 to 15, 1996. Software bugs, incomplete functionality, misunderstanding
of specifications, and delayed delivery of parts and components hampered and extended this period.
The FES was actually installed and stabilized adequately by early February to begin using it to test
other systems (e.g., the in-vehicle device was the first system).
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There were aso higher-level system integration testing requirements and scheduled events in mid-
March 1996, for al systemsin ITS Atlanta. To ensure interoperability and cooperation between ITS
Atlanta systems, the TIS needed to pass several tests of joint externa interfaces and operator inter-
action with ATMS. This initial formal testing event between TIS and ATMS on March 18,1996 was
successful as far asit could go, because there were no operationa surveillance sites or slow-scan
cameras to be tested. Additional rigorous testing and demonstration rehearsals were required prior to
the VIP tours and demonstrations which were planned for the GDOT TMC opening ceremony on
April 11, 1996. This rehearsal testing also was completed without major functional problems.

All required TISto-ATMS functions and interactions were examined and worked properly, or the
cause of not working was obvious (e.g., different mapping database versions). These inconsistencies
and bugs were identified and solved as quickly as possible, and then verified to work. Other than
schedule delays due to “ normal” integration bugs and inconsistencies, the integration of TIS into the
GDOT TMC, and with ATMS, went as smoothly as could be expected given the hectic schedule and
concurrent, often competing activities. Notable problems and issues are summarized below:

B |ntegration and testing problems continued between the FES and ATMS through early April
due to lagging software development and mapping database differences. The team focused more
resources and attention on implementation of the remaining functional software on both sides of
the TISATMS interface (same staff at TRW working both sides).

B The TIS was using the January 1996 version of the Navtech’ database, and the TMC was using a
Navtech map database distributed in November 1994, which caused disagreements between the
two systems that could not be resolved. GDOT worked with Navtech and obtained the current
version of the Navtech mapping database, which ultimately resolved the mapping data
incompatibility problem.

®m The project experienced continuing interface and communications problems between the FES
and MARTA servers throughout the operations period (through September 30,1996). Although
the TIS was prepared to make the connection, MARTA and the TMC could not connect. The
TIS itinerary planning software was implemented and ready for testing, but the MARTA and
TIS servers were not able to connect reliably in time for success in the TIS operational demon-
stration period. This continuing problem was attributed to overall networking inconsistencies
between the TMC and MARTA, and permissions between the FES and the MARTA *“ Ute’
server (itinerary planning host).

Surveillance Subsystem fntegration and Test

The integration of the TIS surveillance sites began in March and continued through July 1996. Some
additional sites were identified late, which extended installation past June 1, 1996. The challenges in
integrating surveillance sites were developing interface software for radar site control and data acquisi-
tion, developing interface software for video site connection and control, bringing site(s) on line for
integration and testing, and debugging of both TMC and site-hosted software. The first site was
activated in April 1996, and testing began. Final integration and testing of the TIS radar and video
sites was delayed because of construction and installation of power and telephone service, but
accomplished in time for operations.

" The January 1996 Navtech database was free during the Showcase period. The TMS version of Navtech was a registered
copy, and the last available version.
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ISP Subsystems Installation, Integration, and Testing

Although the team established a schedule for all ISPs' arrival, installation, integration, and testing in
the TMC, only one appeared on schedule. The other ISPs required schedule extensions and delays,
including design and interface changes that affected their ability to integrate in the planned environ-
ment. This process was not surprising, however, because of the initial aggressive project schedule.
Approximately two months of schedule reserve was planned in the first half of 1996. This scheduled
time allowed for successful startup on June 1,1996. Table 4 summarizes the more significant difficul-
ties and workarounds that were employed to bring the system together concurrently with continuing
development.

Physical and Functional Configuration Audit

The testing team, which included SRC and Battelle staff, scheduled and conducted a physical and
functional configuration audit (PCA/FCA) of all systems between March 25 and 28. During this
process, the team physicaly inspected each system and each component in each system, and ensured
that all were properly tagged for inventory purposes and that the physical configuration matched our
understanding of the system. Very detailed annotated drawings of each system were created for the “ as
installed” implementation, and all core team and ISP teams were advised that no changes were to be
made that were not coordinated and approved. The same procedure was followed for functionality
with documentation of the positives and the negatives as deviations from the expected functionality
expressed in the Functional Description Document (FDD), the Test and Evaluation Master Plan
(TEMP), and several derived Test Procedure documents. Once again, the test team insisted that no
changes be made to the demonstrated functionality unless coordinated, prioritized, and approved. This
PCA/FCA event forced the ISPs and TRW to “ deliver” and the project team was able to acquire
hands-on information on the current status of the TIS systems and devices. All 1SP subsystems were
delivered to Atlanta on this date. Changes to hardware and software configurations and functionality
continued as needed to meet the defined delivery schedule and TIS operational mission needs.

ITS Atlanta

Integration of TIS within ITS Atlanta created a need for much closer coordination between formerly
dissociated projects. Three areas requiring significant attention included the need for interfacing
software on ATMS, consistency of mapping database systems and roadway abstractions, and how
to perform road closures consistently across systems.

It was readily apparent that TIS would need additional ATMS functionality to successfully integrate
TIS surveillance resources, and then draw data from that system. For example, the ATMS virtua loop
speed sensors were tied to mile posts; TIS required speed information related to road segments. This
data conversion, mapping, and standardization task was accepted by the TIS team. Our team applied
additional resources to the development of portable radar data acquisition and processing code to run
on ATMS as well as the FES, and development of a more robust, database event-driven client-server
interface between TIS and ATMS. This was accomplished using shared staff resources from the
ATMS and TIS development teams and worked well.

TIS had independently chosen (before the ITS Atlanta integration decision) to use a roadway
abstraction referred to as a* segment.” A segment consisted of one or more Navtech links (or SIFIDs,
an undefined Navtech term) and this segment was designed to represent a decision-point-to-decision-
point piece of roadway (for example, from an entrance point to the freeway system to the next exit
point of the freeway system). The baseline TRW TransView product, and al of the FES value-added
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Table 4. The Showcase Team Faced a Number of Challenges in Integrating the ISP Subsystems

l Envoy/ARDIS

SOLUTIONS

« During the period February through early June, the Envoy went
through several software releases which madetheintegration effort
very challenging; each new release required aquick regression
check, specific test of the bugs that were reportedly fixed, then
continuation of theintegration and test process.

« The communications path for the Envoy had three stages: (1) the
initial connection to the ARDIS development switch was made via
dial-up access, (2) then the connection migrated to a dedicated
leased circuit, still on the development switch, and (3) finally, the
connection was moved to the ARDI S production switch and testing
wascompleted.

« Most of the problems encountered with the 1&T of the Envoy and
ARDIS were with the ARDIS Gateway Server. This PC was
designed to be. the“ mailman” between the ARDIS network and the
FES using TRW-devel oped code and a pre-certified commercial
off-the-shelf ARDIS-compliant package named RFGate from
NetTech Systems. The “ mailman” code proved to be more
complex, which caused several delaysin 1&T. Several verified
bugsin MSWindowsNT (e.g., memory leaks) affected the
stability of themessage-handling process.

TRW removed and disabled the extrafunctionality in the
message processing code, which greatly improved thereliability
of the system. MS Windows NT Service Pack was installed,
with bug fixeswhich virtually eliminated any further problems.

HP200LX/SkyTel

» The start of the HP200LX integration process was delayed until
completion of the TMC wiring. Once thiswiring was installed, a
connection to the SkyTel network (Jackson, MS) was made via
modem and dial-up access, and testing of the basic communica
tions interactions between the HP200LX and the TWS were
enabled and successful. The connection then migrated to a
dedicated leased circuit and was regression tested asfunctional.

= Themajority of the problems encountered with the I& T of the
HP200LX and SkyTel components were software and interface
related. Most significant were the divergences from specification
in the Landline Data System (LDS) interface. The project team
corrected the divergences and the I nterface Control Document

(ICD) was revised to keeo pace with the corrections.

TRW modiied their server side of the LDS interface and ETAK
modiied their client side. Onsite debugging and development
teamssolvedtheir three-tiered client-server | & T issuesinter-
actively where possible. Inthethree-tiered client-server
architecture, theHP200LX client talked to the TWS, and the
TWS talked to the FES. This architecture works best when
many clientsask essentially the same questions (e.g., Traffic
Now). The TWS, or second tier, acts as the traffic situation
repository to share with multiple clients, which miniies the
need for repeated queriesof thehigher-level server,
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Table 4. The Showcase Team Faced a Number of Challenges in Integrating the ISP Subsystems
(continued)

Siemens/Zexel

meeess——

« In-vehicle I& T began in early February 1996, but was limited to
verification and testing of the Siemens device' sinherent func-
tionality until the TMC wiring was completed. Oncethe TMC
wiring was completed and a basic dial-up connection was made to
the DCI software network, final I& T commenced using data
generation scriptsto load and vary asimulated traffic situationin
the FES.

The mgjority of the challenges encountered with the & T of the
Siemeng/Zexel in-vehicle system were related to the number of
companies and people involved. Determining the location of a
potential problem and troubleshooting theseissuesin near-real -
time was difficult because of time zone differences. No single
communications subcontractor had the responsibility or scope for
end-to-end connectivity. Additional challenges were introduced by
the geographic diversity of the team: DCI handled the Frame Relay
Access Device(FRAD) and the software network from California;
Raca (local) handled the DSU/CSU and WRFG (alocal college
radio station), Cable and Wirelesswerelocated in California; Bell
South (local), Sprint (local), and TRW devel oped the software on
the FES in both Atlanta and California. All the communications
devicesand serviceswereinstalled in the TMC whilethe
responsibletechnical contactswerenationwide.

A dia-up lineto the radio station was established so that testing
of the basic broadcast communications between the TISin the
TMC and the in-vehicle units were enabled. Later in this
process, the connection migrated to adedicated |eased circuit,
and testing between the TIS and the in-vehicle units continued.
An in-vehicle desktop unit was constructed for in-house test
facilitation, quality checks, and demonstration purposes; this untilt
was acomplete vehicular system without the GPS capability.

ETAK Cable Telephone Systems

« Theinitia suite. of cable TV system equipment arrived and was
installedin March; initial 1& T waslimited to verification and
observation of the functionality of the system at the source (e.g., no
facility to broadcast the cable TV program). There were many
issues and revisionsin the cosmetic appearance of the maps and
graphicsdisplayed by the system which were operational suitability
issues, not integration issues. Additionally, there wasan incorrect
assumption that the cable TV program “ composite video” signal
would include both video and audio, but this was not the case.

« Subsequent to completion of 1&T, the project team decided to
extend the cable program (composite video and audio output) to
severd city and county destinationsviaexisting fiber optic
connections. This capability would be used to replace the Georgia
Public Television (GPTV) serviceviasatellite withthe existing
fiber links following the Showcase period. GPTV long-term was
considered to be too expensive.

» Asidefrom the dynamics of TMC wiring and cable program
appearances, the mgjority of the more serious problems
encountered with the I& T of the ETAK cable TV system were due
to incipient bugs and glitches in the software on the TWS, the
multimediamachine, and the interactions between the multimedia
machine and its periphera devices(e.g., V-LAN, video/audio
mixer, COD1 board).

Additional wiring was added to carry the audio portion of the
program from Room 119 to Room 124, the equipment room,
then two audio channels were allocated on the fiber to GPTV.

This enhancement required the purchase and installation of audio
and video amplifiers, audio encoders and decoders, installations
inthe TMC and destinations at the City of Atlanta, and Clayton
and Gwiunett counties. Significant wiring additions were made
to the TMC by Battelle/SRC to accommodate the new equipmentt
to improve system reliability. Another set of wiring additions
were needed to connect the cable TV video and audio to the
MediaOne cable TV servicerack in TMC B-09. MediaOneisa
local cabletelevision provider that was given adirect feed of the
TIS cabletelevision program over their own fiber connectionsto
the TMC. When the new wiring, amplifiers, and encoders were
put on line, it was necessary to fme tune the audio and video
levels. Wehired alocal TV station engineer was hired for this
task to minimize the engineering time.
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Table 4. The Showcase Team Faced a Number of Challenges in Integrating the ISP Subsystems
(continued)

ISSUES SOLUTIONS

Source Medialnteractive Televison Sygam

This system was external to the TMC and closely managed by Because it was externa tothe TMC facility, closely managed by
Source Media. It connected through a single dial-up telephone Source Media. It was never fully integrated with the other
lineto thetraffic datastream from the ETAK cable TV system component systems and, therefore, was not asignificant 1& T
TWSin Room 119. issue.

Maxwell Technologies Web Site/Home Page

»  The initia system arrived in the TMC in March 1996, and was
installed with prototype“.html” pages, with no live connection to
the network or FES. There was a significant setback in this
development and I& T effort when there was a negotiated but
uncoordinated changein the Message Session Based Client
(MSBC) interface. The two components, TRW and Fastline
Traffic/Allpen (Envoy Team), did not request authority to change,
nor did they publicize those changes until a February design
review. This change was atechnically correct choice but affected
the Web site devel opment team, and was an additional cost to the
project. In May, we made a second well-publicized and sig-
nificant revision to the MSBC to create two versions: anew
derivative that washit-oriented for use by wireless systems, while
thebasic character-oriented M SBC remained essentially the same
for use by directly connected systems. The Web site was thelatter
so this change had minimum effect on their development process.

» InlateMarch, adecision was madein the ITS Atlantaforum that The TISteem coordinated with GDOT for the installation of the
the TIS Web sitewould beinstalled in the TMC and would be T-I serviceinthe TMC.
connected to PeachNet for Internet access, and would share
resources with the GDOT Web site (under development). The
project team agreed to purchaseal theinitial hardware and pay
for the T-I installation and initial months of service. This process
wasinitiatedin late March, encountered significant administrative
and equipment delivery delays, and was completed in late June
withinstallation of the Internet service. OncetheT- 1 servicewas
installed, the Web sitewas on line as* httpj/www.georgia-
traveler.com” with live data.

Weworked to ensure that key players participated ininterface
change management and contral.

Wetook active measuresto ensure that current datatableswere
disseminated regularly with sufficient official fanfareto alert
development teams.

software, was developed to work at this level of abstraction. It was necessary for TIS to include a
mapping of ATMS incidents associated with Navtech links to TIS abstracted segments. TIS also
expected al speed data to be associated with a segment. This was easily accomplished because TIS
developed that speed processing software for ATMS. Because TIS was devel oping the code for speed
conversions, our team accepted the task of ensuring TIS segment and Navtech link agreement across
al ITS Atlanta systems. This reduced to development and dissemination of a location table which
could be used to map one way or the other.

During our first system-level TIS test with ATMS, it was discovered that ATMS was using an obsolete
Navtech mapping database. This caused many of the geo-located incident reports from ATMS to
generate unknown link 1D errorsin TIS. This mapping data mismatch would prevent a successful TIS-
ATMS data-sharing interface. This issue was elevated to the ITS Atlanta forum, and was resolved by
GDOT ingtalation of the newer version.
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Operations Begin

TIS operations began on June 1,1996. It was soon apparent that T1S would be used to supplement
ATMS speed data in the absence of the Autoscope™ virtual loop system.” TIS developers took steps
to enhance the FES Call Taker and Supervisor graphical user interfaces (GUI) to facilitate the
additional workload required to supplement ATMS speed data for the benefit of ATMS, Kiosk, and
ADAS systems. Throughout the entire operations period, TIS operated in the “*failover” mode® in that
TIS acquired all the available speed data from TIS radar sites, and by Call-Taker manual entry based
on roadway video browsing, Metro Networks data terminal, and roving spotter call in.

LESSONS LEARNED

Severa key issues emerged from the Showcase systems integration activities:

m The “host™ installation (in this case, the FES) must be kept on track ahead of the “clients™
(e.g., applies to FES compared to ISPs) to facilitate these client ISP systems having access to
a stable “‘host architecture”” for their final integration and test phases. This also appliesto
having astable ATMS or MARTA server for FES testing. Schedules for server installation, inte-
gration and test, and stabilized operations should precede the use of 1SP systems by four to six
months. That was not possible in this case, but is a good godl.

= Verbal agreements on availability of resources and facilities proved unreliable. When such
agreements are made, they should be documented in writing and then distributed to all agreement

partners, (for action) to all directly affected parties, and (for information) to the remaining project
team.

= Although ultimately successful through flexibility, adaptation, and long hours, this project
proves, once again, that things just do not happen on schedule as planned. In this case,
office telephone service, delays in infrastructure wiring, furniture delivery delays, verba agree-
ments gone bad, multiple competing priorities, mismatched databases, and external integration
difficulties presented problems to be resolved. A complex project (e.g., multiple vendors and
subcontractors, diverse geo-locations) must keep a schedule management reserve, and must have
severa dternative plans based on the assumption that anything can go wrong at any time.

8 The AutoscopeTM  automated surveillance system was scheduled to be available for I-75 and 1-85 during the TIS
operational period. Due to technical difficulties the data were not available until November, 1996.

% Failover” mode is defined as a set of pre-planned steps for degraded operations, focused on TIS acquisition of supple-
mental data not available from ATMS. For example, if ATMS were unable to acquire speed data from Autoscope™s TIS
had manua data entry screens that could be used to replace or supplement this missing information. TIS also had the
capability to control and access the 51 TIS radar or 22 video surveillance sites directly, or to alow ATMS that privilege.
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The Traveler Information Showcase (TIS) fixed-end server subsystem provided the hardware and
software components necessary for the required connectivity and functionality for information
processing and dissemination to a variety of TIS users.

OBJECTIVE

The goa of the fixed-end (FES) server activities was to design, build, evaluate, install, operate, and
maintain a fixed-end server which would be the “host” server for al data repositories and communica
tions connectivity specific to the TIS.

APPROACH

The project team decided to use an off-the-shelf basdline product called TransView in order to
minimize the designing and building of the FES. TransView was a TRW Sunnyvale internal research
and development (IR&D) product and was an “in kind” contribution to the TIS effort. The goal was to
enhance TransView with TIS “value-added” functionality in an accelerated development methodology
as outlined in the following:

s Use TRW’'s TISTransView as the product and functiona basdline

» Rapidly define externa interfaces (input and output); concurrently order hardware and software;
begin design/build work of the value-added functionality

n Get the emerging proto-FES on line as soon as possible-preceding other systems so it could be
the “host” for concurrent ISP and other external interface testing

= Minimize formal design documentation efforts; rely heavily on TRW software development
teams, TransView specialists, and transportation domain expertise in Atlanta to partition the work
(e.g., TRW teams aso were developing ATMS and MARTA systemsin ITS Atlanta)

» Following successful completion of the FES task, complete the “as-built” documentation for use
in legacy.

Alternatives Considered

Very few aternatives were considered because the FES devel opment needed to occur within a
compressed schedule. Issues that were addressed include the following:

m Operational. Should the FES be located at the TMC in the equipment room, in Room 307,
a TRW’s Atlanta facility, or in the Battelle Peachtree office? Should the FES include more
functionality to assume a part of the role of the ATMS? Should the FES make provisions to share
data more widely and freely with other ITS Atlanta systems (e.g., MARTA, Kiosk, ADAS) in
case of partia or total ATMS system failures?
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» Technical. Which options made the most sense for the external interface given the emerging
output ISP systems (e.g., a textual/dial-up landline data system, a custom-built message interface
for wireless systems, a broadcast data stream for in-vehicle systems)? What should be the flow
management processes for externd interfaces (e.g., polling, push/pull data, on exception/change,
dedicated connection, dial-up, high-speed links, message-based interactive session)?

» Programmatic. Should the TransView Sunnyval e team relocate to Atlantato resolve
coordination problems?
Alternatives Selected

After considering the various dternatives, the project team agreed to the following:

»  The FES would be rack mounted in the TMC equipment room, and al ISP systems would
connect there for data flows. This location was logical for operational and legacy uses (see
Figure 10 and Figure 5).

®m  Examining ISP system and device
capabilities resulted in specifying the best
externa interfaces:

- TransView's landline data system
(enhanced) for the FES to the ETAK
Transportation Workstation Server
(TWS) for the HP200LX and for the
FES to the ETAK TWS for cable TV
and interactive TV systems

- Custom-built User Datagram Protocol
(UDP) and Bearer Access Protocol

Figure 10. The team decided to rack mount the (BAP) for theDCI and Siemens/Zexd
FES in the TMC equipment room. in-vehicle system

- Custom-built Message Session Based Client (MSBC) interface for the Envoy using the
ARDIS wireless system and for the Web server using a 10Base- T network connection

- Custom-built Structurd Query Language (SQL) triggers/processes for the aert-then-
query/response FES to ATMS interface and custom-built query and parsing routine for the
query/response FES to MARTA interface

- Custom-built dial-up modem-driver control interface module for the FES-to-radar
surveillance sites for radar-site control and data acquisition and a custom-built video control
interface module to TIS slow-scan video Sites for Site selection, video-to-decoder selection,
and camera control.

»  The TRW TIS team would develop “portable” code that would run on either FES or ATMS to
control TIS surveillance sites and acquire and store speed data from radars or Call-Taker input,
and the FES would “behave” like a single Kiosk in making itinerary planning requests from ITS
MARTA server
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mn  The FES would include all graphical user interface (GUI) tools for Call Takers to enter and
control information. This was modified and enhanced later to include additional “failover”
functionality when it was announced that ATMS would not have reliable Autoscope™ virtual
loop speed data available during the TIS operationa period

»  Choose the best approach for data based on what made sense (e.g., wireless systems should store
more data locally/statically to reduce cost of wireless communications; directly connected
systems or flat-rate costed systems could choose to have data feed via wireless, metallic, or
network connection paths with minimum local/static data store).

IMPLEMENTAWON

The FES development effort began in June 1995, and proceeded rapidly through analysis and initial
design. The TRW Sunnyvale team focused on enhancing TransView, and the Atlanta team focused on
coordinating and interacting with other ITS Atlanta projects for input interfaces (e.g.,, ATMS to FES,
MARTA to FES, and Call Taker GUIs), and the region-specific database and operational aspects (e.g.,
Navtech mapping data, implementation of ATMS policies).

The Sunnyvale team aso was responsible for close coordination and technical interchange with the
ISP developers located in that vicinity (e.g., Fastline Traffic/Allpen for the Envoy, ETAK and HP for
the HP200LX and for cable and interactive TV systems, Siemens for the in-vehicle units, and Maxwell
Technologies [San Diego] for the Web page). These roles worked well early in the project (June 1995
to December 1995), but began to be too complex and burdensome as the product neared completion.

This increasing complexity occurred concurrently with the ISP’ s need for extensive test time with
the FES and TRW’ s need for exclusive use of the development labs and FES facility for final
implementation.

External Interfaces

The focus of the actua value-added development effort was on implementation of the external
interfaces. There were four externa interfaces developed or enhanced: (new) the ATMS Interface
(ATIF), (enhanced) TransView Landline Data System (LDS), (new) UDP/BAP, and (new) MSBC for
Envoy and Web server. All interfaces were initially developed and unit tested by TRW Sunnyvale;
bug fixes, fina revisions, and enhancements were completed by TRW Atlanta as part of final inte-
gration and testing (1&T) and as functiona or performance discrepancies were noted in testing and
evaluation (T&E).

ATMS Interface. The TIS team developed the new ATIF to ATMS, which minimized interference
with TRW's progress in completing ATMS. This interface is essentially alogical connection through
the ATMS'TMC network operating at 10BaseT speed. Its simplified functionality is summarized as
follows and as illustrated in the flow diagram in Figure 11:

m  ATMSacquires dl traffic situation data (speed, incidents)

m A database change causes a “trigger” to the TIS code on ATMS

s The FES queries ATMS to ask “ what changed”

s ATMS responds with a“list”
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Figure 11. ATMS-FES ATIF simplified flow diagram.
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®  FES then issues only those specific queries for the data that changed

®  FES updates TIS unique data tables for subsequent dissemination to ISPs via the several external

output interfaces.

The only exception to this “normal” flow is during full or partial failover operations when the FES is
controlling and acquiring radar data from TIS sites, or when the FES is collecting speed data through
manual data entry by an Operator/Call Taker. (Collecting incident data is irrelevant as it is a GDOT
operational policy that TIS does not provide this data to ATMS via the ATIF.) To minimize the
impact of failover operations on ATMS, the sequence of events for supplementing ATMS speed data
is the FES acquires the speed data, gives it to the ATMS (by direct database entry over the network),

and the ATMS “thinks” it caused a change and triggers the ATIF process as above.
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TransView Landline Data System (LDS). The LDS interface was included in the TransView
baseline product but was strictly output oriented, not interactive. This interactivity was needed for the
TIS FES application to implement the collection of parameters in the processing of client-server
requests for route planning or trangit itinerary planning. The TIS project also enhanced severa of the
TransView databases and made them available via the LDS interface (e.g., points of interest, yellow
pages, Olympic and commercid parking lots). The advantages are that LDS is easy to connect, easy to
use, and output is both human-readable and easily parsable by an ISP client system. A specific
description of al the LDS capabilities and features can be found in the LDS ICD (provided as an
appendix to this document, under separate cover). A general description of design and use follows and
isillustrated in Figure 12:

Designed for use as either adia-up or direct serial connection

Keyboard text menu-driven or client “firehose” modes

Responds with par-sable textual data or parsable data file transfer®

For menu-driven use by aterminal, the LDS interface presents menu choices at ever-increasing
levels of detail until the data file is reached, then sends that file to the user

The “fiiehose” mode is designed for use primarily with a client system that is then an ISP server;
LDS and its menu-driven or “firehose” modes work generdly as follows:

Client (ISP or human operator) connects, logs in with USERID and PASSWORD

Client sends a textua string request for menu item or file "D"ump of relevant data (e.g.,
Speed, incidents)

Client continues menu navigation or (firehose) issues textual string request for “ U” pdate of
same files

FES now monitors those files and sends them to client only when they change

FES LDS stays connected in firehose mode until the client breaks the connection or the
human logs out with a“ Q" (Quit) command.

User Datagram Protocol/Bear Access Protocol (UPD/BAP). The UDP/BAP method was chosen
for conformance with the emerging national ITS architecture. UDP is a computer operating System
term for messages broadcast without acknowledgment, and BAP is a term for the message wrappings
placed around the payload to describe destination, origin, and payload size within the network.
Specific information on the UDP/BAP implementation for TIS can be found in the In-Vehicle System
ICD (provided under separate cover as an appendix to this document). In generd, the message pay-
load was encoded with International Traveler Information Interchange Standard (ITIS) codes to
indicate the data type (e.g., Speed, incident), location (by TIS road segment), and vaue (e.g., mph,
incident impact code) for that data type.

9 The LDS “ parsable’ data is both human-readable and yet structured with keywords and formatting rules so that client
software can easily locate textual data elements for use in a database. Please refer to the LDS ICD (provided as an
appendix to this document) for specific examples.
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Figure 12. LDS interface flow description.
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Message Session Based Client (MSBC). The premise of the MSBC interface design was one of a
discrete client-server session with an interactive request-response dialogue. In the case of the TIS FES
application, there were two clients: the Motorola Envoy via ARDIS and the Internet via a Maxwell
Technologies Web site. More specific information about the MSBC can be found in the MSBC ICD

(provided as an appendix to this document). The following describes the MSBC, and Figure 13
illustrates its operation:

m  MSBC was used to interface with the Motorola Envoy via the ARDIS wireless network and with
the Web server via the TIS 10Base-T subnetwork hub

A session was initiated by a LOGIN request; up to 10 user sessions could be active simul-
taneously but requests and responses were received/sent serially through ARDIS

® A session was terminated by a LOGOUT, or timed out by the FES after no requests in a tunable
period (e.g., 5 min, 10 min)
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Figure 13. MSBC interface flow diagram.
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*} TIS had two types of communications:
(1) via ARDIS wireless network, or
(2) LAN

®  Both client requests and server responses contained bit or character-coded information which

required interpretation by the client device (e.g., road segment IDs, road name codes, ITIS
codes)

® A specialized version of several MSBC messages were designed as bit-oriented for use by the
Envoy; these contained bit-encoded data blocks to minimize ARDIS wireless costs (e.g., 200
individual speed reports were represented in 50 bytes as sequences of 2-bits each).

As FES development progressed, it became necessary to baseline the TransView-enhanced product
and centralize it in Atlanta. This baseline Showcase 1.0 (SC1.0) was transferred in late Jannary 1996,
and began initial installation and I&T in the TMC. Work on the final version continued in California.
A few functional shortcomings required additional development effort to complete, but the FES
product was ready for initial I&T in late January 1996. Additional debugging and enhancements
continued through June 1996. Finalization of upgrade work and ISP interface testing continued in

California through early March, concurrently with the installation, I&T, and initial T&E of the base-
line in Atlanta.
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As the team neared completion of the FES, a controlled environment was needed to focus on resolving
functional bugs and glitches. Consequently, it was necessary to restrict access by ISP systems, which
created problems and challenges for the ISPs who faced difficulty completing their unit testing and
debugging. The FES was often not available for dial-in or TRW laboratory access in Sunnyvae. In
Atlanta, systems installed in the TMC on schedule (e.g., Siemens in-vehicle system, ETAK/HP200L X
completed their 1&T through closer coordination with the onsite TRW development team.

Our project team had not planned on ATMS or MARTA being available during early 1&T, so we
planned an alternative means of generating traffic data through automatic scripting and simulation.

We began this process in mid February so that ISP systems in Atlanta could begin to see smulated
data flows for their final 1&T. This worked quite well for systems co-located, as the in-vehicle system
and the ETAK TWS for the HP200LX. It also worked for external ISPs, but it was often challenging
to ensure that the Atlanta FES was available for dia-in use from the West Coast | SP developer teams.
The time difference adlowed three to four uninterrupted hours in the morning of the East Coast day, but
Pacific time developers often had problems at night when Eastern zone developers were not available
for consultation, debugging, or crashed system restart. The times in between were often quite hectic as
multiple competing priorities (e.g., development and test concurrent with client user debugging) kept
everyone busy.

As the FES product stabilized in early March, delaysin ATMSI&T and in its availability began to
have an impact. The MARTA interface also was not available, and eventually never was useable or
reliable for the intended TIS itinerary planning functionality. The FES passed the higher level 1&T
with ATMS in mid March, and was ready for the GDOT TMC Grand Opening-Ribbon Cutting
ceremony, VIP tours, and demonstrations on April 11,1996.

The final FES enhancements and continuing bug fixes continued from mid April through May 1996.
In mid May, the team decided that a major revision to the MSBC interface was needed to save money
in the use of the ARDIS wireless network. This revision created two versions of the interface: one
remained character-oriented and was for use by directly connected ISP systems (e.g., network or
dedicated media); the other was made bit-oriented to compress several message payloads for ISP
systems using more costly wireless communications media. While other message elements remained
constant, the encoding of certain message payloads necessitated a moderate revision in the Envoy
client software, arisky-but successful-endeavor so close to the start of operations.

As mentioned earlier, the ISP systems needed the FES as a host and time to complete their devel-
opment and unit test processes. In late April, the FES needed time with the ISP systems to verify
completeness of the interface implementations and the performance of the FES in a more repre-
sentative operationa environment with competing devices and client systems. The unavailability of all
ISP component systems in final form delayed the find 1& T and T&E of the FES, so the flexible T& E
plan was changed to avoid delays in FES “certification;” that is, the team abandoned the idea of
“forma” FES testing and conducted “functional verification” and rapid regression testing. This
approach was feasible because the FES would have full-time maintenance support during the
operational period.

The officia scheduled delivery date for the FES (and all other systems) was December 3 1,1995.

In retrospect, the FES “system” was not actualy “delivered,” but continued its evolution with
development and hands-on operationa support by the TRW development team through early 1996,
through the ITS Atlanta 1&T period March to April, and through the operations period June through
September. To reduce the risk of system malfunction during Olympic and Paralympic operations, we
restricted changes to carefully managed bug fixes. Bug fixes, code enhancements, GUI changes, and
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new functionality were allowed during off hours, only when absolutely necessary, and only after
extensive bench testing.

The single-most significant shortcoming of the entire FES development effort was the weakness in
design and build, 1&T, T&E, and subsequent operational problems with the ARDIS gateway server.
This weakness was a constant source of Envoy/ARDIS system failure or lock up, and constantly
threatened our service to Envoy users. The ARDIS gateway software was much too “feature rich;” it
had enhanced functionality that was not needed and caused many system crashes until disabled or
removed. Known bugs in the Windows NT operating system also caused problems and delays.

LESSONS LEARNED

Several lessons learned emerged from the fixed-end server development process:

Always have the “server”” or “host’” on line well before any of the external systems. Having
the server in place facilitates unit test, I& T, and T&E of those external systems in a stable and
pristine environment without loss of service due to concurrent changes (e.g., LDS “evolving”

on both FES and TWS, the MSBC changing to meet needs of Envoy while Web server was
beginning their unit test and 1&T).

Minimize discretionary changes in the project team once the effort is under way. Changes
interrupt continuity and affects the outcome. Ensure that all development staff are “journeyman”
caliber, and ensure that staff have a firm grasp of project/task, scope/schedule priorities, an
effective means of team |eadership/management, and control across project and geographical
boundaries.

Ensure the compatibility of laboratory, development, and operational environments and
operating systems (e.g., similar but not identical operating systems such as Sun OS and
Solaris). Avoid the use of untested/untried “buggy” commercia operating systems or off-the-
shelf technologies in mission-critical paths (e.g., Windows NT as OS for ARDIS Gateway).

Invest extra resources (e.g., time and dollars) to construct a prototype test bed or
breadboard of the goal system to discover and fii any design or operational interface
flaws before going on line.For example, the team waited until moving into the TMC to try
externa interfaces, connect DigiBoards (seria port concentrators), connect FES to the ARDIS
PC, connect FES to ATMS, and connect FES to surveillance site “box.”

Defer some design documentation if necessary, but do not eliminate it. Use MIL-STD,
Institute of Electrical and Electronics Engineers (IEEE), or atailored format as binding require-
ments unless the developer has a published methodology with acceptable documentation require-
ments and formats (with examples provided a the beginning of the process). Interface control
documents (ICDs) are essential, and they need to be drafted early in the project and then
managed carefully as they evolve to the as-built “solution.” A common documentation

review capability will ensure that documents are completed.

Establish a common point for data configuration management and control. It is essential
inaTIS client-server, two- or three-tiered architecture that all systems and components operate
off the same data baseline (e.g., delays were encountered due to incompatible data sets and
different versions of the same data set, such as Navtech data and segment and intersection
location tables).
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For the various Showcase end-user technologies to have maximum utility and to demonstrate fully
thelr respective capabilities, accurate and real-time indicators of traffic flow were needed. Further-
more, to provide useful traveler information to a broad segment of the population, Showcase surveil-
lance information needed to be gathered from a large geographic area. The vastness of the area to be
covered presented the greatest challenge of the entire project.

OBJECTIVE

From the outset, the Showcase Project Team agreed that design of the automated surveillance sites
should meet five criteria

» Information gathered should be directly applicable to and understandable by the end users

= |nnovation and reliability should influence the equipment selection process, with reliability
being the more important of the two

»  Automated sites should be economical to stretch available funding as far as possible

»  Equipment installed should have long-term utility for the Georgia Department of Transportation
(GDOT)

s Field survelllance equipment should be easily transferable to other sites by GDOT at the close of
the Showcase project.

APPROACH

The surveillance and data collection aspect of the Atlanta TIS began with team members contacting

al trangportation-related agencies in the five-county metropolitan Atlanta area. The purpose of these
contacts was twofold: to gather available Olympic transportation information to aid future decisions,
and to determine what surveillance facilities were already in place (or would be in place in time for the
Olympics). Agencies contacted included GDOT, the Atlanta Committee for the Olympic Games
(ACOQG), the Atlanta Regional Commission (ARC), the City of Atlanta, the City of Marietta, and the
five metro counties of Fulton, Cobb, Gwinnett, DeKalb, and Clayton. Contacts also were established
with the two traffic reporting services in the Atlanta area, Metro Traffic and TrafficScan. These
conversations were held to determine the extent to which these companies would be interested in
providing “spotter” surveillance and at what cost to the project.

Assessing geographic needs was the next step. Using information from GDOT and ACOG, the project
team identified candidate areas for Showcase surveillance. These areas included the Perimeter high-
way (1-285), radia Interstate routes, major routes serving remote Olympic venues, and locations
expected to attract large volumes of spectator traffic such as MARTA bus and rail station lots, and
interchanges providing access to Olympic park & ride lots. From this assessment, nearly 80 prelim-
inary sites were identified. Anticipating that available funding would not permit all 80 Sites to be
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instrumented, the team developed a procedure to set priorities for the Sites. Factors considered in
evauating the sites included roadway classification, traffic volume, and proximity to venues.

While the candidate sites were being determined, a parallel effort was being performed to define

the capabilities of the automated equipment sites. Showcase team member JHK & Associates had
experience in designing a significant number of traffic control systems and freeway management
systems. These system designs called for many different traffic surveillance devices to address various
project needs. To capitalize on the experiences from these projects, engineers who worked on these
projects were called upon to lend their collective professional opinions about the type of information
and equipment that would best satisfy the automated Showcase surveillance criteria. Also, very early
in the project, GDOT had been asked by FHWA to identify locations and types of equipment that
would serve as alegacy and a foundation on which to extend the limits of the ATMS. This list indi-
cated clearly GDOT'sinterest in video surveillance. Therefore, surveillance-site design took two
paths-sites to gather traffic data only and sites to gather traffic data and to provide video.

Altematives Considered (Automated Surveillance)

The Showcase team was aware of several technologies available for measuring or monitoring traffic
flow information. Many technologies had been thoroughly tested and were operational in numerous
locations across the country, while others were still undergoing evaluation. Some were intended for
use in measuring only one or two traffic characteristics, and others were designed to collect three or
more, with a proportional increase in cost. Of the potential traffic characteristics that could be pre-
sented to the motoring public as a measure of flow quality, the team decided that travel speed would be
the best. The average motorist does not relate to traffic volume or occupancy, but can relate to speed.
For example, if the motorist’s route is moving at 25 mph when it normally moves at 55 mph, the
motorist can make a more informed decision about travel mode, time, and route.

The detection technologies evaluated included the following:

Ultrasonic detectors
Infrared detector
Passive acoustic

Video image detection
Closed-circuit television.

Inductive loops
Magnetic detectors
Self-powered detector
Doppler radar
Presence detector

With varying hardware, software, and communications requirements, the Showcase project could

not employ each of the surveillance technologies identified. Selecting the technology to use required
determining criteria to evaluate the detection technologies, and measuring that the criteria were con-
sistent with the overall objectives. usefulness of information, innovation, reliability, cost, legacy value,
ease of installation, and ease of relocation. The various technologies were scored according to the
degree to which they met each criteria

Alternatives Selected (Automated Surveillance)

Two surveillance technologies stood out as having the best combination of useful information,
innovation, reliability, economy, long-term utility, and ease of relocation: Doppler radar and closed-
circuit television (CCTV). In fact, these two technologies complement each other. Therefore, the
evaluation team recommended that a typical automated surveillance site consist of a color video
camera with full pan-tilt-zoom capability and two Doppler radars, each sensing a different direction
of travel.
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These devices would be mounted along the side of the roadway on the same pole and strategically
positioned to give both optimal speed surveillance and video coverage. However, in an effort to
extend available funding as far as possible, installing both a camera and radars at every site was not
necessary. Instead, the eva uation team recommended that selected sites be equipped with radar units
only.

By having selected video surveillance as one of the two technologies, one mgor decision that needed
to be made was which communication method would be used to transmit CCTV images back to the
TMC. With a limited budget and a tight implementation schedule, the higher-priced methods (e.g.,
fiber optic cable, leased T-I lines, ISDN) were ruled out in favor of standard voice/data grade, dial-up
telephone lines. The bandwidth limitations of these standard telephone lines would not permit full-
motion video; however, GDOT officids had indicated early on that a video “snapshot” of traffic
conditions every 3 to 5 seconds was completely acceptable.

GDOT st priorities from the original list of 80 candidate sites identified during the geographic needs
assessment, and GDOT aso applied their knowledge of the locations to determine if radar detectors
alone would be sufficient or if video surveillance also was needed. Applying equipment and construc-
tion cost estimates to the prioritized list completed the picture of how many surveillance sites could be
installed for any given level of funding. In the end, atotal of 5 1 automated surveillance sites were
installed. Twenty-two sites consisted of radars plus CCTV cameras, while the remaining 29 were
equipped with only radars. Figure 14 illustrates the selected site locations, and Table 5 lists the
automated surveillance sites.

Alternatives Considered (Manual Surveillance)

From the very outset of the project, manua surveillance had been discussed as one method of
gathering traffic flow and incident information. The team envisioned traffic “spotters,” stationed at
key interchanges and equipped with cellular telephones, who would report observed traffic conditions.
For a number of reasons, including the personal safety of the spotters, this option was discounted early
as being impractical.

The vast area to be covered required a much more effective means of gathering traffic information.
Discussions were opened with the two aeriad traffic reporting services in the Atlanta area-Metro
Traffic and TrafficScan-which had recently joined forces under one corporate owner. The combined
companies, called Metro Networks, had the experience and resources to provide the necessary
information to the Showcase project.

Traffic incident and speed information was to be reported by Metro Networks and to include
information of both recurring and non-recurring congestion, stalled vehicles, accidents, and lanes
blocked (if any). Information reported was to be updated every 15 minutes during the peak periods
(6 amto 9 am and 4 pm to 7 pm), no less than every 30 minutes during off-peak periods (9 am to 4 pm
and 7 pm to 10 pm), and once an hour during overnight periods (10 pm to 6 am).

The proposed manual surveillance plan called for a phased effort that would begin on alimited scale,
gradually building in scope and reaching its peak level of surveillance just prior to and throughout the
Olympics. As Olympic competition concluded, Metro Networks' area of coverage was adjusted to
accommodate the Paralympics. Following the Paralympics, Metro Networks workload concluded,
with one minor exception. A computer terminal installed at the TMC to relay information from their
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Figure 14. Automated surveillance sites.

operations center would be kept in operation through the end of the Showcase period on September
30, 1996. Appendix E of the Surveillance Design Report (provided under separate cover as an
appendix to this document) identifies in detail the proposed manua surveillance plan.

Alternatives Selected (Manual Surveillance)

Even though the use of fixed-position spotters had been ruled out, it was believed that mobile spotters
could play a significant role in the surveillance effort. ACOG had long emphasized the point that
spectators would not be able to drive directly to the venues, especialy those in the heart of downtown
known as the Olympic Ring. Instead, drivers would have to use designated park & ride lots located
outside the Perimeter highway and just off the major access routes. From there, spectators would take
shuttle buses to the venues or to MARTA rail stations. There was concern that superimposing the
spectator traffic onto the daily commuter traffic would create greater-than-normal levels of congestion
on the access routes to the park & ride lots and at the Interstate interchanges with those access routes.
The Showcase proposed to provide mobile spotters to regularly circulate among assigned lots, their
access roads, and key interchanges. These mobile spotters, equipped with cellular telephones, would
report roadway conditions (e.g., travel speeds, incidents, congestion, lanes blocked) to Showcase Call
Takers at the TMC. They would pay particular attention to the status of key interchange ramps for any
back ups that would affect through traffic on the freeway.

Based on the information provided by ACOG, it appeared that eight mobile spotters at any given time
would be sufficient to monitor conditions around the park & ride lots. However, the precise location
of park & ride lots was not announced by ACOG until just a matter of weeks before the Olympics.




Surveillance and Data Collection

Table 5. Automated Surveillance Sites

[-75 at Lyle Dr (north of Delk Rd)

N

[-285 & Memorial Dr (GA 10)

w

I-75 & Gresham Rd

7 [-285 & Linkwood Rd n n
8 1-20 & Flat Shoals Rd n n
9 [-20 & Wesley Chapel Rd n m

13 I-75 & BellsFerry Rd n m
14 GA 400 & Mt. Vernon Rd n n
15 [-285 & S. Cobb Dr n

19

1-285 & Bouldercrest Rd

20

[-285 & Camp Creek Pkwy

21

Lakewood Fwy (GA 166) & Stanton St

25 [-285 & Riverdale Rd (GA 139) m
26 -85 & GA 74 n
27 [-75 & Joneshoro Rd (GA 54) m

31 [-575 & Barrett Pkwy " "
32 [-285 & Bankhead Hwy (US 278, GA 8) "
33 [-75 & Milepost 333 (near Dalton) n
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Table 5. Automated Surveillance Sites (Continued)

37 GA 316 & US78 "
38 Peachtree Ind Blvd & Jimmy Carter Blvd n
39 Holcomb Bridge Rd & GA 400 n n
40 1-85 & Beaver Ruin Rd " m
41 [-285 & N. Peachtree Rd " m
42 [-285 & Buford Hwy (US 23) " "
43 [-285 & Covington Hwy (US 278) "
44 [-285 & LavistaRd (GA 236) "
45 [-285 & Powers Ferry Rd n n
46 [-285 * Roswell Rd (US 19) " "
47 [-285 & Paces Ferry Rd ]
48 Stone Mountain Fwy & Mountain Ind Blvd ]
49 [-285 & Cobb Pkwy (US 41) " "
50 [-285 & Cascade Rd "
51 [-20 & Fulton Industrial Blvd n n

In addition to mobile spotters, three people were assigned to the Showcase call-takers room within the

TMC to work in rotating shifts. Their days and hours of work were arranged so that one person would be on
duty at any time when Metro Networks was fully deployed orwhen Showcase spotters were in service. These
employees were to be responsible for monitoring the operation of the automated surveillance equipment,
repositioning spotters as conditions warranted, and coordinating Metro Networks' activities with their
Operations Manager. They were responsible for obtaining park & ride lot status information from ACOG's
trangportation command center, either by telephone or in photocopy format, and relaying that information to
Showcase call takers.

IMPLEMENTATION

The following subsections highlight the efforts involved in putting into place the various surveillance system
components, including automated surveillance and manual surveillance.

Automated Surveillance

The automated surveillance implementation required site engineering and utility coordination, detailed
equipment design, coordination with the fixed-end server, construction specifications, installation and
inspection, integration and testing, and operation.

Site Engineering and Utility Coordination

The steps to implement the automated surveillance equipment began with preliminary site engineering. An
initial site survey was conducted in order to determine if a candidate site was suitable. Nearby telephone and
power service were essential, and, for video sites, a clear view of the roadway in both

directions was necessary. The preliminary review of sites was necessary before the next step, utility
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service coordination. Once a potential site was selected by the Showcase and GDOT, the utility
companies were called in to advise if both power service and telephone communications could be
provided. If a preliminary site was found to be too expensive-requiring significant effort to provide
service-or if a site could not be serviced at all, the Site was adjusted within the same genera areato a
point where service was available. When power service and telephone communications were found to
be obtainable without difficulty, site sketches and documentation were prepared to properly instal the
traffic surveillance equipment.

Detailed Equipment Design

While site engineering work was under way, Showcase engineers were busy preparing detailed designs
of the surveillance sites. The equipment to be used had been selected tentatively prior to completion of
the design report. The detailed work focused on items such as determining what voltage levels would
be needed to operate each device and ensuring that communication protocols were compatible. The
single-most time-consuming task was designing an equipment cabinet wiring scheme to make the
devices function as needed.

Prototypes of each equipment item were either purchased or borrowed and a test site was built in an
electronics laboratory. For the most part, the equipment functioned as expected, alowing engineers
to finalize the cabinet wiring diagrams. Following this, cabinet specifications were prepared and
advertised for quotation from several manufacturers.

Coordination with the Fixed-End Server

Compatibility with the fixed-end server (FES) was essential in order for both the radar and video
components of the automated surveillance sites to function correctly. The video system was purchased
primarily as a packaged system. The field transmitters were designed by the manufacturer to work
with the central receivers over dia-up telephone lines. The only work required was the development
of a software-driven user interface to select, dial, and control the video cameras. Complete documen-
tation was made available to Showcase team member TRW for this purpose, and the manufacturer
loaned TRW a demonstration unit for several weeks while they developed and tested their user
interface.

Development of the interface between the radars and the FES presented much more of a challenge to
the Showcase team. Experience with similar systems was valuable for knowing what information
needed to be passed back and forth during a communication session between the remote processing
unit (RPU) and the FES. Data formats and query/response operations were jointly developed by the
Showcase team. Tests were run and minor adjustments were made prior to finalizing the firmware
within the RPUs.

Construction Specifications

Detailed construction specifications were developed in order to secure competitive bids from qualified
contractors to install surveillance equipment at each site. Each site was dightly different; therefore, it
was necessary that measurable pay items be established both as a means of describing the work to be
done and to pay the contractor for work completed. The specification included provisions to ensure
that all work was in accordance with GDOT specifications as well as national and local electrical
codes. Work zone Safety in accordance with GDOT standards also was required.
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Installation and Inspection

The installation procedure began with the wood poles. All sites required setting at least one wood pole
except for one where a steel pole was attached to an existing bridge fixture. All poles were set and
inspected before equipment installations could begin. After al poles were set and inspected for proper
location and Size, radars, cameras, and cabinets could be attached to the poles. At every Site during the
installation procedure, at least one Showcase representative was present at al times to ensure quality
work and to see that radar detectors were aimed properly.

Integration and Testing

When all equipment had been installed at a particular Site, cabinet wiring was completed, power and
telephone service were hooked up, and the equipment was tested for proper operation. If al the
equipment performed as expected, the site was deemed functiona and the site's telephone number was
turned over to the FES engineering team to enter into the server’s database.

Figure 15 shows a typical surveillance site with both radars and video camera

Operation

The radar detectors are mounted in pairs, each radar measuring speeds for different directions of travel.
At approximately one-second intervals, radars report the measured speed of the vehicle returning the
strongest signal within its detection zone at that instant. These speed values are transmitted to the RPU
as serid data and are stored for processing.

When the RPUs are initially powered up, they immediately initiate a call to an 800 number stored in its
non-volatile memory. This call, which contains the radar site’s hardwired address, is redirected to the
FES. Knowing the location address, the FES downloads the configuration database for the Site as well
as a new telephone number for al subsequent calls. At programmable intervals (set at five minutes for
the Showcase), the RPU averages the speed values stored for each radar and saves the information for
its next communication session with the FEB.

The RPUs can be configured to automatically report in at designated intervals or to wait until polled by
the FES. For the Showcase project, the RPUs were set to be polled. In either case, however, the RPUs
are programmed to report in immediately if the most recent average speed falls within a speed bin that
is different from that of the previous averaging period. The RPUs can be configured with up to ten
speed hins, and the bin ranges can be overlapped by the user to minimize frequent bin changes.

Unlike the radar detectors, communication with the CCTV cameras was manudly initiated. When
derted to a nearby incident, an operator would select one of three video receiver units using the
software-driven interface. Next, a specific camera site was selected. The software interface would
retrieve the stored telephone number, initiate the call, and route the received video image to the
designated display monitor. Pan-tilt-zoom controls were available through the same user interface.
Communication with the cameras continued until terminated by an operator.

Manual Surveillance

Manua surveillance included Metro Networks, mobile spotters, and surveillance supervisors at the
Showcase.
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Figure 15. A typical site included radar and video-camera surveillance.

Metro Networks

Representatives from Metro Networks characterized their work as primarily a news reporting service,
and as such, much of the methodology familiar to them was unfamiliar to FHWA and the Showcase
team. Preparing a scope of work to clearly and measurably define what Metro Networks would do was
an arduous task. However, after months of negotiation with both Metro Networks and FHWA, a scope
and subcontract were in place.

An initial responsibility for Metro Networks was preparing an Operations Plan to provide further
details of the resources they would employ, as well as how, when, and where those resources would be
deployed. In large measure, however, the Operations Plan resulted in a restatement of the Surveillance
Design Report and of the scope of work. However, the Showcase team felt the report was necessary to
ensure that the supplier understood the work to be performed.
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A significant feature of Metro Networks' responsibility was establishing a computer terminal in the
TMC linked by a modem to their operations center. This termina was to be the primary source of
information flow from Metro Networks to the Showcase Call-Takers room at the TMC. The Surveil-
lance Design Report envisioned this terminal as an extension of the existing system used by Metro
Networks within their reporting studio to distribute information to their various traffic announcers.
However, given the unique information requirements of the Showcase project, a separate system was
established.

Throughout the project, there was concern about how the Showcase systems would function if the
ATMS either was not completed in time or experienced significant down time. Under either of these
two scenarios, the Showcase systems were to continue in operation, even if in a downgraded mode.
Because the ATMS detectors and cameras were concentrated within the Perimeter, this was the area
that would need supplemental survelllance in the event of an ATMS malfunction. Metro Networks
was identified as the most appropriate source of supplemental information within the Perimeter. In
fact, this was their primary focus area for day-to-day reporting of traffic incidents and congestion in the
metro area. A separate subcontract with Metro Networks was initiated that provided for emergency
back-up surveillance on 1-75 and 1-85 within the Perimeter on an hourly basis as needed.

Asthe June 1,1996 start date for the Showcase approached, it became apparent that the ATMS
detectors would not be operational. The team decided to activate the emergency back-up plan for
eight hours per day (6 am to 10 am and 3 pm to 7 pm) Monday through Friday. As the Olympics
approached, these days and times were expanded first to 13 hours per day (6 am to 7 pm), then to

16 hours per day (6 am to 10 pm), and finally to 1812 hours per day(5:30 am to midnight) seven days
per week during the days of Olympic competition.

Emergency back-up services remained in operation throughout the Showcase period. Following the
Olympics, the hours were scaled back to 13 hours per day through the Paralympics, then reduced
further to 8 hours per day, 5 days per week through the end of September.

The critical items of information needed were travel speed and location. Without this information,
the end-user devices would have had no way of advising motorists of traffic conditions within the
Perimeter, except from the few Showcase radars within the Perimeter on 1-20 and on Lakewood Free-
way. Inthefirst few days of Showcase operation, it became apparent that Metro Networks reporters
were referencing locations by their common names (e.g., Brookwood, the south split, the Grady curve).
While they, and most Atlanta drivers, knew where these areas were, the Showcase database did not
contain these references. Metro Networks was given a copy of the database and asked to format their
reports using actual roadway names when identifying the location of incidents and congestion.

A secondary level of emergency back-up surveillance was devised a few days into the Showcase
period. The survelllance supervisors who had the capability to select and view ATMS cameras were
instructed to use these cameras to routinely scan the roadways for signs of incidents and congestion.

Spotters

Mobile spotter routes were constantly changing depending on ACOG's decision to use certain park &
ride lots. Routes were not definite until one week before Showcase spotters were to begin work, and
ACOG'spark & ride lot list changed from week to week. As the Showcase period approached, it was
determined that nine spotters should be hired rather than the originally proposed number of eight.
Routes were defined approximately one week before spotter training began. Reference materia was
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distributed to spotters at the training session so they could become familiar with their routes before
actual “spotting” began.

The park & ride lot list from ACOG consisted of 46 lots in and around metro Atlanta, while others
were |ocated far from downtown Atlanta. Many of the lots contained a few hundred spaces. Only lots
that had 500 available spaces or greater and were located within a reasonable distance from both
downtown Atlanta and major highways were considered for surveillance. Of those remaining lots,

9 separate routes were defined so spotters could travel from at least one end of the route to the other
end in 15 minutes. The reason for this was that during the peak hours, spotters were to call about their
route conditions every 15 minutes.

Training the spotters was necessary in order for them to know how to report observed conditions, how
often to report conditions, what conditions to be aware of, and other details such as telephone use and
time sheet/travel expense charging. Spotters were told during training that routes might change
depending on park & ride lot priorities and/or changes. In fact, one park & ride lot monitored by
spotters was closed due to poor attendance, and that particular route had to be changed.

Reporting speeds aong each route was almost impossible if variations along that route existed. Also,
certain routes involved driving through a series of traffic lights. Speeds in these situations were not
that important because traffic lights primarily dictated how traffic moved if no accidents were present.
Therefore, the spotters were instructed that they did not need to report travel speedsto the TIS opera-
tors, but they needed to be aware of incidents and accidents that would affect travel speeds.

When the demonstration began, the Showcase team learned that park & ride lot conditions, such as the
number of available spaces, were not being reported by ACOG officials as initially expected. Conse-
quently, al spotters were contacted and directed to observe park & ride lot conditions from the road.
Specific conditions within the lots because those entering the lots were required to pay afee. Also,
driving through the lots would have taken vauable time away from driving the routes. Spotters were
directed to observe as closely as possible the approximate number of available spaces from their route.

All park & ride lots were closed after the Olympic period. The Paralympic Committee did not imple-
ment spectator parking or atransportation system similar to that used for the Olympics. The team had
anticipated that lots would remain open for both the Olympic and the Paralympic periods, and as there
was no need for spotters to drive around park & ride lots after the Olympics al routes were modified to
include only interstate routes or major arterias not aready covered by ATMS.

Surveillance Supervisor

The team'’s original plan called for the surveillance supervisors to monitor mobile spotters, reposition
them as conditions warranted, coordinate manual surveillance operations with Metro Networks, and
report equipment malfunctions to Showcase maintenance personnel. As the Showcase period
approached and operations were under way, the surveillance supervisors were assigned additional
duties.

The most challenging responsibility was validation of information received from Metro Networks.
The supervisors were asked to use any resources available (e.g., ATMS cameras, radar data, sow-scan
cameras) to see that the data received from Metro Networks was correct before it was entered into the
Showcase server. Supervisors aso advised the Call Takers when data discrepancies occurred, and
used the ATMS cameras to routinely scan I-75 and 1-85 inside the Perimeter for incidents and
congestion in the absence of automated data from the ATMS detectors.
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Lastly, the surveillance supervisors were asked to monitor the cable TV system for any signs of mal-
function. At many times during the day and on weekends, the cable TV system operated unattended;
however, it did not operate free of problems. To keep a closer check on the system than was possible
by the Showcase Operations Manager, one of the surveillance monitors adjacent to the surveillance
supervisor was configured to receive the video output from the cable system. Mafunctions observed
by the supervisor or any of the Call Takers could be quickly reported to the Operations Manager.

LESSONS LEARNED

Several lessons emerged regarding automated and manua surveillance during the TIS project:

m Site selection requires patience and flexibility. The original list of sites changed after field
testing as power and telephone availability were evaluated.

® Coordinating the siting effort can be difficult and time consuming. Telephone and power
company representatives need to be involved; however, it is extremely critical to ensure con-
sistent communication within the companies. Power companies can have multiple districts
within aregion, asis the case in the Atlanta metropolitan region, with different representatives
for each. Inconsistencies among the decisions of the engineers resulted in delays in the Show-
case team’s work, primarily due to meeting specia permitting requirements.

® Permits and applications take time. For example, 10 surveillance sites fell within Electrical
Membership Corporation (EMC) territories or city electrical utility companies. In most cases,
application for service as well as deposits had to be made in person, which was unexpected.
Also, Jackson EMC was asked to trench in the power service to two surveillance poles because
their charges for doing so were lower than those quoted by the contractor. This too was more
trouble than expected in that permission forms identified the applicant as the “ Owner” of the
property, which was not the case. Revisions to the standard forms delayed the underground
service work for about two weeks until differences could be settled.

® |nstallation of surveillance equipment requiring utilities (electric and phone) along an
interstate can prove to be difficult because interstates do not usually have addresses. In
the Atlanta metropolitan area, BellSouth could not provide service without an address, and all
of the surveillance sites were located on interstates or access-controlled state roads. Bell-
South’s system is set up so that any location desiring telephone service must have an address in
order for it to be entered into their computers. Therefore, a representative from BellSouth
decided to use an address closest to the service point. This originally seemed feasible; how-
ever, the addresses confused some installers. Many telephone interface boxes were installed at
the address given on their work orders, which in most cases was some distance from the desired
location. In those instances, Showcase technicians met representatives from BellSouth to show
them where to move the telephone line. The installations could have proceeded more smoothly
if the installers had been given a sketch of the site. Instead, all they received was a computer
printout of the usually incorrect address.

® The equipment procurement process took decidedly longer than had been anticipated.
Certain equipment, such as modems and wooden poles, were delivered on schedule.
However, the radars and associated equipment took much longer than expected and actually
caused significant delays in project construction completion. Equipment cabinets were fabri-
cated to meet exacting specifications; therefore, it was evident that the cabinets would take
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some reasonable time for manufacturing and delivery. However, the radars were purchased
without any modifications and should have been delivered without excessive delay, which
proved not to be the case.

It is imperative to test and calibrate the radars as they are being installed. The radars
were not wired and tested until afew days after all equipment was mounted on the pole at the
first construction site. The radars were smply installed by aiming them at what was believed to
be the appropriate point along the roadway, which was not very efficient because it was only an
estimate of where the best speed readings would be detected.

Radars can be temperamental. The source of the radar maintenance problems was never
accurately diagnosed, but may be attributed to several factors. The late spring and early
summer westher in Atlanta, during which most of the radars were installed, produced several
severe thunderstorms. Although the radars were protected with surge arrestors, transients and
surges produced by these storms could have damaged the radars. Additionally, the extremely
high temperatures coupled with an input voltage near the top end of the manufacturer’s recom-
mended range aso could have led to some of the problems. Lastly, most of the failures
occurred within the first few days and weeks of operation. Failure within one or more of

the electronic components also could have caused the problems. As the operational period
continued, lack of thunderstorms and cooler temperatures resulted in a significant decline in
the number of radar problems.

Calibrating the radars can be formidable. Ideally, aradar detects speed most accurately by
being placed directly over the vehicle it is attempting to detect. However, ease of installation
dictated that the radars be mounted adjacent to the road on a pole. Securing permits from
GDOT to attach the radars to bridges or overhead sign structures would have taken several
months, and time constraints did not allow for such delays. Mounting the radars next to the
road and aming them toward the traffic to be detected introduced an angle into the system for
which a correction factor was needed.

Good manual surveillance requires a team effort. Information reported by Metro Networks
by way of the Studio Trak terminal proved to be valuable, as the ATMS detectors were not
operable. The reporting format that had been determined in advance included all the essential
pieces of information needed by the Showcase systems. In reality, however, it was difficult and
time consuming for the Surveillance Supervisors and Call Takers to extract the essential bits of
information from the written messages. It also was difficult for the Call Takers to distinguish
an update of a previous report from a new report that might be in the same vicinity. Each of
these problems were gradually worked out. Reports were made more uniform and updates were
clearly identified. Significant strides were taken to improve communication when Call Takers
and Metro Networks' reporters took the time to visit each other’s work sites for a day to get a
first-hand understanding of where the problems were and to reach a solution. It became evident
after only aday or two that the Studio Trak terminal by itself was not the best method of trans-
mitting information. A printer was added to the terminal so that incident reports could also be
printed and distributed to the Call Takers for entry into the Showcase server. The printouts also
provided a permanent record of the reports received.

Using mobile spotters can present challenges to a project team. After deciding to hire the
spotters directly, the Showcase team placed advertisements about the temporary positions in the
local newspaper and also at Clark Atlanta University. The newspaper ad was originaly placed
under the ‘Transportation” heading. After avery poor response, the ad was placed again, but
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under the “ Drivers’ heading and adequate responses were received. Once the spotters were
hired, maintaining constant supervision was impossible, because the spotters worked from 6 am
until 10 pm, 7 days a week, so each spotter was met on the job and in the field twice a week.
The cdllular telephones given to the spotters presented some problems as well, such as making
persona calls, having the telephones stolen, and having telephone numbers cloned and used
illegally elsawhere in the country.
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Olympic Coordination and Operations Planning

Olympic Coordination and Operations Planning were grouped together more as a matter of evolution
asthe TIS progressed rather than initial planning. BRW was originaly selected as a core team mem-
ber because of their past work with Olympic and Special Olympic events. This experience was to be
the basis for insight and interface support with the various Olympic Committees in Atlanta during the
Summer of 1996. However, as the project progressed, it became clear that the coordination effort with
the Olympic Committees would not require the level of effort initially anticipated. It also became clear
that during the Showcase planning, no organization within the TIS project team had been given direct
responsibility for the TIS operations from June 1 to September 30,1996. As aresult, BRW's scope of
work was changed, and they became responsible for the TIS operational period. Battelle assumed the
role of interfacing with the Olympic Committees as part of their project management role.

Olympic Coordination

One of the reasons for having the TIS in Atlanta during the Summer of 1996 was that the Centennia
Olympic Games also were held in Atlanta from July 19 to August 4. The anticipated 2.5 to 3 million
visitors expected to arrive in the Atlanta area for this event were certain to have a significant impact on
the traffic flow. Therefore, it was appropriate to try to coordinate the travel and traffic information in
the TIS with the Atlanta Committee for the Olympic
Games (ACOG).

OBJECTIVE

The transportation plan for the Olympics funneled
spectators into Olympic Games park & ride lots, located
mostly outside of the Perimeter(1-285) and onto the mass
transit system provided by the Metropolitan Atlanta
Rapid Transit Authority (MARTA) (see Figure 16).
From these park & ride lots, spectators would then board
the Olympic Transportation System (including MARTA)
and be shuttled to the events. The TIS anticipated pro-
viding users with information about the location, status
(full or empty), and size (number parking spots avail-
able) of the park & ride lots and encouraging the use

of MARTA (Figure17).

APPROACH

Alternatives Considered

In the Spring of 1995, contacts were initiated between
the TIS and ACOG. Initial meetings were held to
introduce ACOG to the TIS and to explain the goals of Figure 16. Park & ride lots were an

the TIS for the Olympic period during the Summer of essential part of the Olympics’
transportation plan.
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Figure 17. The objective of the park & ride lots was to encourage use of public
transportation.

1996. The TIS team did not at any time attempt to associate the program with the Olympics, either
through sponsorship or casua references.

The TIS made it clear to ACOG that our desire was to acquire information regarding their park & ride
lots as well as any information available regarding the Olympic Transportation System. An offer was
made to ACOG to assist in the collection of this information in any way possible, which included the
following:

» Placing personnel hired by the TIS in Olympic park & ride lots to report status information to
ACOG, which would then be forwarded to TIS personnel at the Traffic Management Center

s Instrumenting some or al of the park & ride lots with an automatic counter that could report the
desired status information

s Using ACOG employees/volunteers to report the status of park & ride lots and have this infor-
mation forwarded to TIS personnel at the Traffic Management Center

» Using bus drivers to report the status of park & ride lots as they service each lot, and have this
information forwarded to TIS personnel at the Traffic Management Center.

Alternatives Selected

Based on a series of meetings, ACOG made it clear that it was not acceptable to put TIS personnel in
the Olympic park & ride lots. Their major concern dealt with their sponsor protection requirements
and the fear that non-Olympic sponsor equipment could be used in the collection of this information.
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However, ACOG too had a need for accurate status information of their park & ride lots. In order to
manage the transportation system, they needed to know accurate counts of available parking spaces
and how quickly the parking lots were filling up.

Early in 1996, ACOG agreed to collect status information from their park & ride lots usng ACOG
employees/volunteers. It was agreed that this information would be made available to GDOT on an
hourly basis at the TMC, and they could then forward that information as needed.

IMPLEMENTATION

A procedure was established within the TIS to input park & ride lot status data into the FES where
the technology devices could access it. When GDOT received a report from ACOG, they would copy
the information and passit to a TIS Call Taker located in Room 109 at the TMC. The designated

Call Taker would then input the data directly into the FES database. The information to be collected
included lot location, number of parking spaces available at each location, and a real-time update
regarding the capacity of the parking lot. Similar to the speed reporting, the lot status was reported

in “bins” indicating that a particular lot was 100 percent full, 80 percent full, or 60 percent full.

LESSONS LEARNED

During the development and operation of the TIS, severd lessons were learned regarding integration
and cooperation with ACOG:

m  The reporting of status information on Olympic Games park & ride lots did not work.
While the plans and procedures were established for ACOG to report this information to GDOT,
when the Olympics began, the reporting was inconsistent, not on a timely basis, and was not of use
for the TIS. After the second day of poor data, it was decided (between the TIS and FHWA) to
discontinue reporting of real-time status information on the Olympic Games park & ride lots.

m  Establishing a good, cooperative working relationship with ACOG would have facilitated
the Showcase efforts. ACOG, however, wasfacing anearly impossible task (putting on the
largest Olympic Games in history), and while they needed some of the information and services
that could be provided by the TIS, they had too many competing needs for their time and attention
to dedicate any meaningful effort to working with the TIS. In addition, with the huge sums of
money required to become an “ Officia Olympic Sponsor” (up to $40 million), great concern was
given to non-sponsors and how any cooperation and/or working relationships might appear to give
them an association with the Olympics without paying.

m  The location of the park & ride lots was not decided and verified soon enough. ACOG had
initiad agreements with 60 to 100 sites to serve as park & ride lot locations but was very slow in
getting a signed contract with each of these Sites. As aresult, as late as the second day of the
Olympics, the locations of some of the park & ride lots had not been confirmed and it was not
certain that al these lots would even exist. This was a significant problem for the TIS. In order
for the ISP devices to properly report the status and location, they needed to know exactly where
these lots were located. The TIS included route planning capabilities on most devices, but for
these to work required each location to have a latitude and longitude reference location. Until the
final locations were established by ACOG, this information could not be coded into the TIS
devices and the real-time (even if available at the FES) information could not be provided to the
TIS users. For example, due to logistical constraints of providing hard disks for each of the 100
vehicles to be equipped with the in-vehicle navigation device, it was necessary to cut off any
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modifications to the map database by April 1, 1996, for the in-vehicle map database. Asaresult,
the list with locations of park & ride lots in the in-vehicle map database was approximately 60 per-
cent accurate at the time of the Olympics. The other 40 percent of the lots had either changed
locations or been replaced.

Operations Planning

OBJECTIVE

The objective of the operations planning for the Atlanta Traveler Information Showcase was to
establish an organizationa structure and provide trained individuals to operate the Showcase for the
period June 1 to September 30,1996. Operations planning included identifying the staff and financia
resources needed to support the Showcase from June 1 to September 30, 1996, establishing milestones
for meeting the June 1 start date, and establishing policies and procedures for timely and accurate
collection, processing, and distribution of information for travelers.

BRW, Inc. was responsible for planning, organizing, and directing the personnel, tasks, and functions
for operating the Showcase project. The approach to operations was threefold: maintain consistent,
accurate, and timely collection of real-time traffic incidents and speed data; maintain timely, con-
sstent, and accurate output of the data to the five devices, and maintain the devices and the fixed-end
server (FES) in pesk operating order.

APPROACH

An Operations Plan was developed in late 1995 and distributed to all stakeholders for review and
comment. The plan included a schedule for timely implementation of operations on June 1,1996,
roles and responsibilities of individual staff, training and recruitment, and procedures for monitoring
Showcase operations. For specific details on the Operations Plan for the Showcase, please refer to the
Management and Staffing Plan for the Traveler Information Showcase Operations Center (provided
as an appendix to this document).

A number of positions were established to staff the operations center of the Traveler Information
Showcase. The Showcase Operations Manager position directed the daily activities at the Showcase
operations center. An Operations Manager was on Site at the operations center during all operating
hours. In addition, an Operations Manager was on call during al hours that the operations center was
not staffed. The Showcase Operations Manager on duty could be reached by calling a designated
telephone number. When the Showcase operations center was not staffed, a recorded message directed
the caller to the Showcase Operations Manager on call.

The Surveillance Supervisor position was responsible for monitoring the performance of mobile
spotters, coordinating spotter operations with Metro Networks, and reporting surveillance equipment
malfunctions. In addition, the Surveillance Supervisor was responsible for working with the Call
Takers to review data and resolve data inconsistencies. The Surveillance Supervisor reported to the
Showcase Operations Manager and was on site during all hours of operation.

A Cable TV System Operator was on Site at the operations center during the peak travel periods to
provide live voice narration to the cable television program produced by the Showcase.
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A Systems Operator was on site from 7:00 am to 5:00 pm, Monday to Friday to maintain the Show-
case processing system and fix software-related problems. The systems operator was available by
telephone and pager at al other hours.

Call Takers at the Showcase operations center received traffic, accident, and travel information, then
entered the data to be processed by the Georgia Department of Transportation’s (GDOT) Advanced
Traffic Management System (ATMS). Three Call Takers were on duty 16 hours each day, seven days
per week, throughout the Showcase period and during extended hours over the Olympic period (see
Figure 18).

Initialy, the operations plan called for one full-time position to be assigned to MARTA to act asa
liaison between the Showcase project and MARTA operations. This position was funded for 16 hours
per day, 7 days per week from June 1 to September 30. Beginning in January 1996, a number of
discussions took place between MARTA and Showcase personnel on the role of the MARTA liaison.
At the end of April, it was mutually agreed that MARTA did not have a need for the liaison position
and this position was not filled.

Figure 19 shows the organization of the Showcase operations center. Additional detail is available in
the Management and Staffing Plan for the Traveler Information Showcase Operations Center.

A number of the staff for the operations were hired exclusively to work on the Showcase project.
BRW recruited and hired college students to serve as Call Takers, JHK and Associates hired indi-
viduals with automobiles to serve as Surveillance Spotters, and JHK hired retired individuals to serve
as Surveillance Supervisors. Battelle retained the services of a commercial traffic reporting company
to supply traffic reports and to provide individuals to serve as the cable TV system operators. Other
operations staff were employees who participated in the development of the Showcase system. Up to
four weeks of training and orientation for Call Takers was set aside in May 1996. Actua training
required much less time than anticipated, which is discussed in greater detail later in
"Implementation”.

Two written manuals were prepared for use by the operations staff. The Call-Takers Training
Manual, provided as an appendix to this document, was a training manua for the Call Takers that
outlined Showcase operations and provided detailed instruction on using the Showcase and GDOT
data entry systems. The Call-Takers Training Manual was revised in October 1996 to reflect changes
made during the four-month operations period. A second document, the Reference Manual for Oper-
ations Managers,” was prepared for the operations managers and described the overall procedures for
Showcase and GDOT operations including names and telephone numbers of key personnel.

The approach to hours of operation was to staff the operations center from 6:00 am to 10:00 pm,

7 days per week, including holidays. During a four-week period from July 14 through August 10, the
operations center was scheduled to be staffed from 5:30 am to 12:00 midnight. When the operations
center was not staffed, an Operations Manager and other support staff were on call. Based on the
hours of operation, individual work schedules were established and provided to al operations staff.

10 Although it is available, the Reference Manual for Operations Managers was not prepared for use as a public document.
It contains personal contact information and information taken from the GDOT operations manual, and it is not
appropriate for general use.
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A number of procedures were established for the Showcase operations:

» Steps for confirming” an incident submitted by the commercial traffic reporting service
Telephone answering policies for both GDOT and Showcase calls

Consistency in terms and phrases used by GDOT and Showcase personnel

Schedules and checklists for monitoring each device

A daily journa to record activities and serve as a resource for the operations managers
Detailed actions to be taken in response to operational problems

Daily meetings of operations staff

Daily communications with GDOT staff

An established succession of individuals to call for specific problems

Emergency back-up plans and “ manua” operation.

At the initiation of the operations on June 1, al operations staff were prepared to work with the system
that was delivered and to modify their expectations to the actual capabilities of the system that was in
place on June 1. Thisinitial start-up period prior to the Olympics provided hands-on experience and
interaction with technical staff that led to a solid understanding of the data entry, processing, and
distribution systems.

IMPLEMENTATION

Before establishing operating procedures, the Showcase project managers met with GDOT managers
throughout 1995 to discuss the overall coordination and interaction between the Showcase project and
GDOT. In early February 1996, Showcase operations staff held initial meetings with the manager of
operations for GDOT. Coordination with GDOT began immediately with discussions on the roles and
responsibilities of Call Takers, telephone needs, along with dates and materials for Call-Taker training.
Another area of discussion with GDOT operations personnel was that the appropriate GDOT cameras
be designated for use in the live surveillance segment of the automated cable television program.

An orientation session to address daily procedures was held on May 30 with Operations Managers and
others serving on the Showcase operations team, and the TIS became operational on June 1. Showcase
operations continued through September 30,1996, and the TIS was staffed 16 hours a day, seven days
aweek from 6:00 am to 10:00 pm. During a four-week period from July 14 to August 10, on-site
staffmg was expanded to meet the expected needs associated with the Olympic and Paralympic Games.
The expanded hours of staffing covered 18% hours per day from 5:30 am to 12:00 midnight. Neither
the Paralympics nor the Olympic Games generated sufficient data during the extended hours to warrant

staffing the extended hours; therefore, on August 6, staffing levels returned to the 16 hours per day
level.

Initialy the information collected and reported by the Showcase project came under close scrutiny by
GDOT and FHWA officials who sought to verify the accuracy and timeliness of the information. The
performance of Call Takers and managers, and the data from the commercial traffic reporting service
were al monitored on a daily basis. Within a short period of time, it was recognized that the informa-
tion generated by the Showcase project was reliable and a level of trust was established with the
accuracy of the information being reported.

1 “ Confirmed” means that GDOT has verified that a reported incident has really occurred. For example, a call from a
GDOT employee or Georgia state trooper or a cameraimage confirmed an incident.

53




Olympic Coordination and Operations Planning

Operations Managers and other operations personnel met daily during the change of shiftsto dis-

cuss events that occurred during the shift, including discussing how various problems and issues were
resolved, and identifying items that were unresolved. Initially, these daily meetings involved a number
of items; however, as the operations progressed, the duration and content of these meetings was
reduced.

During the Showcase operations period, interaction with GDOT operations personnel occurred
regularly and was primarily between the Showcase Surveillance Supervisors and GDOT'’s shift
supervisors. This daily interaction included sharing information on incidents and speed, acquiring
additional information on incidents and changing GDOT’ s video feed to the Showcase cable television
show when necessary. An excellent working relationship developed between GDOT and Showcase
personnel that contributed to an exceptional work environment a the operations center.

Call Takers played an important role in the daily operations of the TIS. Recruitment for the Call-
Taker positions was handled through Atlanta-area colleges with a specia focus on historically black
colleges. Thirty-nine resumes were received and 33 interviews were conducted in March and April.
Eleven people were offered positions and completed the training and orientation. Eleven people were
hired to fill 10 positions, with the extra person hired as a backup. One week after training, one full-
time person resigned due to a job offer related to their field of study. The remaining 10 employees
remained with the project for the duration of the four-month operationa period. Table 6 summarizes
the recruitment for the Call-Taker positions. Training for the Call Takers began with the development
of atraining manual that was prepared with input from GDOT and other members of the Showcase
team. The training manual was reviewed and revised severa times, then finalized in mid May 1996.
Initialy, the training schedule called for training to begin in early May and continue for most of the
month. After considering the materia to be covered and the status of system development, a two-day
training session was set for May 21-22, 1996. Call Takers became proficient with the computer
system after the first week of operation.

Another essential aspect of the operationa activities of the TIS involved the mobile spotters. During
the Olympic Games, mobile spotters monitored and reported traffic conditions for access to and from
the Olympic park & ride lots. After the Olympics, the mobile spotter routes were changed and
expanded to give greater coverage around the 1-285 Perimeter and on the main east-west corridor

of 1-20. This service was well received and provided more accurate information in these aress. The
role of mobile spotters evolved to the point that GDOT requested that spotters be dispatched to some
incident locations to provide additional information. These requests were made when GDOT did not
have resources available, (i.e. incident response units, cameras) to verify information on a reported
incident and showcase mobile spotters were in a position to reach the site easily and report on the
Situation.

Coordinating the confirmation of incidents between GDOT and Showcase was an ongoing process and
evolved over time. Originally, Showcase staff did not confirm any incidents; only GDOT personnel
performed this task. During the first month of operations, Showcase personnel and Metro Networks
consistently demonstrated that the traffic information collected was accurate. Early in July, Showcase
Call Takers entered confirmed incidents when Metro Networks clearly reported an incident blocking
lanes of traffic or when a surveillance supervisor noted an incident on the cameras. At this time, there
was additional emphasis placed on the coordination between the Showcase surveillance supervisor and
the GDOT shift supervisor through face-to-face communications.
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Table 6. Traveler Information Showcase Summary of Call-Taker Interviews

NUMBER OF INTERVIEWS JOB OFFERS

NUMBER OF CANCELED
RESUMES OR ) ACCEPTED
SCHOOL RECEIVED NO SHOWS | POSITION EMPLOYMENT COMMENTS
Albany State 7 3-in person 0 1 1 i A number of
College 4-phone candidates had no
housing.
Clark Atlanta 9 8 1 1 4 5 5 Most candidates were
University Computer Science
majors.
Emory 3 2 1 0 1 1
Georgia State 4 4 0 2 2 3
University
Georgia Institute 5 5 4 0 4 1 Candidatesall had
of Technology Civil Engineering
background with
Transportation focus.
Morris Brown 1 1 0 0 0
Rutgers 1 1 0 1 1
University of 1 1 0 0 0
Georgia
Other Schools 4 2 2 1 0 1 1
No School 4 3 1 0 0 0
Affiliation
TOTALS 39 33 6 6 9 15 1

Interviews were held in Atlanta on February 27 and 28; and on March 19 and 20.1996; another was held in Newark New Jersey, on March 13.1996.

Originaly, Metro Networks was to report their information only through a monitor located in the Call
Takers room. Soon after operations began, it became clear that it also was necessary to have the
information available on paper. Metro Networks installed a printer in the Call Takers' room and the
hard copy was circulated among the Call Takers for data entry and made available to GDOT operations
gtaff. In addition, a printer was located in the cable television production room to provide information
to the live operators who provided voice-over programming.

Manual speed reports were relied upon more heavily than expected because automated speed reports
were not available from the ATMS. Information was gathered from camera surveillance by the Sur-
velllance Supervisor, the commercia traffic reports, and mobile spotters. Call Takers entered speed
data by identifying segments on the highways within the 1-285 Perimeter and entering the associated
speed as verified through the surveillance resources. (Green indicated 51+ mph traffic flow, yellow
indicated 31 to 50 mph, and red indicated stop-and-go conditions of 0 to 30 mph.)

During the Olympic Games and the Paralympics, the cable television system operator reported real-
time information during the morning and evening peak hours. The cable television system operator
used information available from GDOT'sATMS, information generated from the Showcase, and
printed reports from Metro Networks. The live voice narration added more interest to the automated
program and was well received in the community; therefore, it continued to the end of the project as
part of the operations support.
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There was a significant amount of time spent keeping the processes operating and providing accurate
output of information on the devices. Over time, operations personnel became familiar with the
characteristics of the system and enhancements were made to the software that led to quicker
responses to system problems.

LESSONS LEARNED

Severa lessons emerged from the operations of the TIS:

m The importance of developing a back-up plan for operations cannot be underestimated.
A significant amount of thought and effort went into developing back-up systems to collect and
distribute information in the event any or all of the automated systems failed. Back-up systems
were put in place that allowed the Showcase to collect and process information independent of
the ATMS. There also was a system in place that alowed the Showcase system to transfer over
to a back-up processing system in the event the main system became disabled.

The back-up plan that was used most during the Showcase project was a system to manually
collect speed information. This back-up system consisted of a contract with Metro Networks
that provided reports on speed conditions every 15 minutes during pesk hours and every

30 minutes during off-peak hours. This back-up system was used for speed information on
Interstates 75 and 85 within the Interstate 285 Perimeter. This back-up system was deployed
throughout the entire Showcase period and without it, the Showcase project could not have
accurately reported speed conditions on the most heavily traveled sections of interstates in the
Atlanta area.

m The data entry and incident verification functions required fewer staff than anticipated.
Contributing factors included the limited number of cals, the fewer-than-anticipated incidents,
and lack of information from ACOG on the status of park & ride lots. Another observation of
our staffing needs was that data entry and verification tasks were not constant and as a result,
Call Takers and Surveillance Supervisors had periods of little or no work to perform. During
these periods of “down time,” Surveillance Supervisors would conduct “video patrols;” that is,
calling up cameras and searching for incidents or congestion. At other times, the Call Takers
assisted with administrative tasks associated with the Showcase project and were given the
opportunity to reduce their hours of work. Planning secondary or back-up work assignments
for dam entry and verification personnel helped turn “down time” into productive time.

= A Monday-to-Friday operation would have been sufficient to meet the needs of the
Showcase project. Only when a specia event was scheduled for the weekend was it necessary
to have one or two data entry/verification personnel present at the operations center. There was
rarely sufficient congestion or incidents to warrant data entry on weekends. This was particu-
larly true when incidents entered by GDOT were automatically entered into the Showcase
system.
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Marketmg and Publlc Relatlons

In recent years efforts to improve surface transportation through advanced technologies have devel-
oped into a national intelligent transportation systems (ITS) initiative. People close to the transporta-
tion industry are aware of the potential and operational capabilities of ITS. But most people have little
knowledge of ITS and how it can improve their travel experiences. The marketing and public relations
required for the Showcase needed to educate the public about TS and communicate the availability
and accessibility of the TIS.

OBJECTIVE

The communications objective of the Traveler Information Showcase public relations program was to
capture and present the real-world experience of real-time traveler information in the Atlanta areato
targeted audiences. Through discussions with FHWA, six target audiences were identified. They
included local travelers, travelers into Atlanta for special events, transportation professionals, local/
national influencers, national/international public-at-large, and the media. The objective of the public
relations program was to develop and implement an effective approach to reaching these audiences and
communicating the benefits of traveler information demonstrated by the Showcase.

The measure of success from a public relations perspective was whether the Showcase advanced
awareness, understanding, use, and support for real-time traveler information and intelligent trans-
portation systems among the general traveling public, transportation professionals, local/national
influencers, and the media. Thus, quantity and quality of coverage by the media and frequency of
direct marketing to other audiences serve as indicators of the success of this element of the Showcase.

APPROACH

The overall approach taken was to develop a plan that would be appropriate to the characteristics of
each target audience. This meant understanding the type of information that would communicate the
message of the Showcase and the means for effectively reaching the audiences. A major consideration
was whether the Showcase would be noticed within the barrage of publicity in and about Atlanta lead-
ing up to the Olympics.

Resource constraints are always a factor in planning a publicity campaign. The budget did not permit
advertising in print or broadcast media; therefore, the plan had to rely on less costly means for reaching
the target audiences, especialy Atlanta residents and visitors and the national public at large. Coor-
dination of Showcase media relations efforts with that of public agencies and private sector team
members was another consideration in planning and implementation. In addition to minimizing any
potential conflicts, such coordination would help leverage the public relations investment of each
participant for a much greater effect than could be realized individually.

The Atlanta Traveler Information Showcase: Public Relations Program, published on June 1, 199512
laid out the activities and collateral materials to be used for reaching targeted audiences. The schedule
in the plan was timed to build awareness and interest in the Showcase so it would pesk as the Show-

12 Walcoff & Associates prepared the plan, which is provided as an appendix to this document.
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case went into operation on June 1,1996. As the plan began to be implemented, some midcourse
adjustments were made to take advantage of opportunities and to react to unforeseen circumstances.
For example, some publications were delayed to optimize their exposure. Another change in plans
involved adding an on-site media relations staff member to the Showcase office in Atlanta to deal with
the media during the four months of operation. The Showcase aso received a request from FHWA to
participate in the ribbon-cutting ceremony for the opening of GDOT's Transportation Management
Center in April 1996. Preparations for this ceremony involved significant preparation of graphic
material, interviews with the media covering the ceremony, demonstrations of Showcase technologies
to attendees, and other forms of support that were not part of the original public relations plan.

Alternatives Considered

The challenge of the public relations program was to gain the attention of each targeted audience.
Showcase information had to compete with al the other information that regularly confronts the
public, transportation professionals, key decision makers and influences, and journalists. The diffi-
culty of the task was heightened because the Showcase ran concurrently with one of the great news
events of any year, the Olympic Games.
Among the public and media outreach efforts considered for the Showcase were the